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Abstract— In this paper, a new method is proposed for the 

classification of voiced/unvoiced speech signals. The vocal cord 

vibration is present in the voiced region and it is absent in the 

unvoiced region. The voiced, unvoiced classification is required 

for many applications, including analysis, synthesis, and 

recognition applications. We propose Average zero crossing index 

difference function (AZIDF) to classify voiced and unvoiced 

region and the performance are analyzed. In this method, the 

average of the difference between adjacent zero crossing index 

values are compared with a threshold to classify voiced and 

unvoiced region. The performance of AZIDF classification is 

compared with the zero crossing rate (ZCR) classification. The 

classification rate is high in AZIDF classification compared with 

the ZCR classification.  

 

Index Terms- Average zero crossing index difference function, 

zero crossings,ZCR,Voiced and Unvoiced classification. 

I. INTRODUCTION  

The voiced, unvoiced and silence (absence of speech) 

classification is usually performed for the extraction of 

information from the speech signals. Voiced sounds are 

produced when the vocal cords vibrate during the 

pronunciation of a phoneme, thus interrupting the flow of air 

from the lungs to the vocal tract and producing quasi-periodic 

pulses of air as the excitation. In unvoiced sounds, the vocal 

chords are not vibrated, so there is no vibration in the throat. 

Unvoiced sounds results when the excitation is a noise like 

turbulence produced by forcing air at high velocities through a 

constriction in the vocal tract while the glottis is held open.  

The periodicity of this vibration makes the voiced segments 

periodic and so distinguishable from the noisy-like unvoiced 

segments. Since the speech signals are quasi-periodic, making 

the decision gets hard. The pitch of the particular speech signal 

is present only in the voiced part of the signal. Numerous 

approaches have been proposed by the researchers for the 

classification of voiced and unvoiced sounds. This 

classification is required for many applications, including 

modeling for analysis/synthesis, detection of model changes for 

segmentation purposes and signal characterization for indexing 

and recognition applications [16,17].  

Most commonly used method is the extraction of features 

from speech segments and makes the voiced, unvoiced decision 

according to whether the value of the feature is above or below 

a pre-determined threshold. The extracted features are cepstral 

peaks [11], zero-crossing rate [4,13,14], energy [4,13,14], auto-

correlation function peak [4,11], or harmonic to noise ratio in 

the sinusoidal model of speech signal[11].  Different methods 

have been used in the field of multi- feature voicing decision. 

The authors Alexandru Caruntu, and Alina Nica [3] 

investigates a few methods of automatic classification of 

speech in silence/voiced/unvoiced (SUV) regions, using both 

time and frequency domain parameters. The features include 

zero-crossings, root mean square energy (RMSE), but also a 

modified version of Teager energy. Results proved that RMSE 

and Teager energy in conjunction with zero crossings have an 

accuracy of around 66%. 

Yingyong Qi and Bobby R. Hunt [15] done the 

classification using Multilayer feed forward network and the 

feature vectors used for this classification is the combination of 

both cepstral coefficients and waveform features. The authors 

Jashmin K. Shah et.al., [9],  proposed two approaches with  

Gaussian Mixture Model classifier based on Mel frequency 

cepstral coefficient and reduced dimensional Linear Predictive 

Coding (LPC) residual for voiced and unvoiced classification. 

A multilayer perceptron classifier[5] also have been used for 

the classification and the features are trained using, Steepest 

Descent Minimization algorithm[5],Genetic algorithms[8].Ji-

Hyun Song and Joon-Hyuk Chang [10] used Gaussian Mixture 

Model(GMM) to classify voiced/ unvoiced sounds for 

Selectable Mode Vocoder(SMV). The feature vectors which 

are applied to the GMM are selected from relevant parameters 

of SMV. 

 A.E. Mahdi and E. Jafer [1] proposed a new wavelet-based 

algorithm for voice/unvoiced classification of speech segments 

based on the statistical analysis of the energy-frequency 

distribution of the speech signal using wavelet transform. The 

authors Dhany Arifianto and Takao Kobayashi [6,7] proposed 

voiced/ unvoiced algorithm which uses instantaneous 

frequency amplitude spectrum in adverse environment using 

harmonicity measure acquired after evaluating instantaneous 

frequency is derived from short time Fourier transform of a 

signal as a function of time and frequency .The authors Arthur 

P. Lobo and Philipos C. Loizou [2] proposed an algorithm for 

voiced/unvoiced speech discrimination in noise that is based on 

the Gabor atomic decomposition of the speech waveform. N. 

Dhananjaya and B. Yegnanarayana [12] proposed a new 

method for voiced/nonvoiced detection based on epoch 

extraction. Zero-frequency filtered speech signal is used to 

extract the instants of significant excitation. The robustness of 

the method is to extract epochs in the voiced regions, even with 

small amount of additive white noise. 
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In this paper, we propose a new method for the 

classification of voiced and unvoiced sounds using Average 

zero crossing index difference function which is a time domain 

technique. This paper is organized as follows. The description 

of the AZIDF is given in Section II. Voiced/Unvoiced 

classification using the new method is presented in Section III. 

In Section IV, the results and the discussion are presented. 

Finally, the conclusion is given in Section V. 

II.  AVERAGE ZERO CROSSING INDEX DIFFERENCE FUNCTION 

Average zero crossing index difference is a time domain 

function, capable of providing time domain information. The 

basic feature used in this function is zero crossings.  

Consider, the speech signal x(n).The total number of 

samples present in the signal is N i.e. n=1,2…N. There may be 

M number of zero crossings. Zero crossing is the algebraic sign 

changes along the signal. Zero crossing index (ZCI) is the time 

index at which the signal crosses zero. The time value of each 

zero crossings present in the frame are considered as the zero 

crossing indices. The zero crossing indices are stored in the 

vector z.  

 

where, 

                n=1, 2…..N 

                m=1, 2….M              

 The difference between adjacent zero crossing index value 

is taken as the Zero crossing index difference (ZCID).  

                   

 

  

 

AZIDF is measured by taking the averages of ZCID i.e. 

sum of zero crossing index difference to the length of zero 

crossing index difference 

 

              III.  VOICED/UNVOICED CLASSIFICATION  

       The database used in this work is Berlin database. 

Totally there are 535 wave files. It is a German emotional 

database (Emo-DB). A block diagram representation of the 

algorithm is shown in Fig.1. First the silence region is removed 

from the speech signal.The parameters used to remove the 

silence region from the speech signal are Zero crossing rate and 

Energy.  

A. Zero-Crossings Rate 

ZCR is a measure of number of times in a given time 

interval, the amplitude of the speech signal passes through a 

value of zero.                 

 

 where, 

                                             (5)                                                                             

 

        N denotes number of samples in a frame 

The number of zero crossings in the voiced part of the speech is 

high and the number of zero crossings in the unvoiced part 

speech is low. The number of zero crossings present in the 

silence region is very low. 

 

B. Energy     

Energy is defined as the strength of the signal. The 

amplitude of the signal varies with time. The energy of the 

speech signal provides a representation that reflects these 

amplitude variations.                     

 

  where,     

     

              N - Number of samples in a frame 

              w - Window used for analysis 

The voiced part of the speech has high energy because of its 

periodicity and the unvoiced part of speech has low energy [3]. 

The energy present in the silence region is very low. The very 

low zero crossings and the very low energy are used to detect 

and remove the silence region. The number of zero crossings 

present is almost equal to zero, and the energy of the signal will 

be close to zero.  

The silence removed speech signal is divided into frames 

by 20 ms rectangular window without overlapping. In each 

frame the AZIDF is calculated and compared with a threshold 

in order to classify the voiced and unvoiced region. The 

threshold is set empirically by manual examination of AZIDF 

in the voiced and unvoiced regions. The voiced/unvoiced 

classification performance of AZIDF is compared with the 

popular time domain parameter ZCR.  

                 

  Silence  

  Removal        
    

  Finding Zero Crossings  

      Index Difference 

 

Computation 

  of AZIDF 

Compare AZIDF  

 with Threshold 
Unvoiced 

Voiced 

 

Fig. 1 Block diagram of proposed work 
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 IV RESULTS AND DISCUSSION 

For analysis, 120 signals are taken from the Berlin 

database and Average Zero Crossing Index difference values 

for voiced and unvoiced region are manually calculated to set 

the threshold. When the threshold is greater than or equal to 5, 

the frame is considered as voiced frame otherwise an unvoiced 

frame. To compare the results with ZCR classification, the 

threshold is set manually for ZCR classification. When ZCR is 

less than 0.2 the frame is considered as voiced region otherwise 

an unvoiced frame.     

 
TABLE I  PERFORMANCE COMPARISON OF AZIDF AND ZCR CLASSIFICATION 

 

Actual 

classification 

Number of 

frames 

Experimental 

classification by 
Correct 

classification 

by AZIDF ZCR 

UV frames 156 UV V AZIDF 

V frames 15 UV V ZCR 

UV 

superimposed 
on V 

59 UV V ZCR 

V+UN,V<UN 5 UV V AZIDF 

V+UN,V>UN 5 UV V ZCR 

 

To calculate the error, comparison has been done between 

AZIDF and ZCR classification. Error calculation has been done 

manually. Total number of signals taken for analysis is 50. In 

that signals, contradiction occurred in 240 frames between 

AZIDF classification and ZCR classification. All the other 

frames are classified correctly and both the AZIDF and ZCR 

classification is same. Table I shows the performance 

comparison of AZIDF and ZCR classification in contradiction 

frames. Out of 240 frames, AZIDF classified 161 frames 

correctly and the ZCR classified the remaining frames 

correctly. 

V. CONCLUSION 

A new method for voiced/unvoiced classification has 

been proposed based Average zero crossing index difference 

function. The major advantage of this method is the source 

information is directly used for the process. The performance 

of AZIDF classification is compared with the ZCR 

classification. The comparison analysis between AZIDF and 

ZCR is done with manual examination. The results proved that 

the AZIDF performs better classification than ZCR in 

classifying unvoiced regions. 
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