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Abstract-The Reversible logic synthesis technique is most 

important part of the long-term future of computing due to 

its low power dissipating characteristic. In recent years, 

reversible logic circuits have attracted considerable 

attention in improving some fields like nanotechnology, 

quantum computing, cryptography, optical computing and 

low power design of circuits due to its low power 

dissipating characteristic. In this paper we proposed the 

design of Encoder for cyclic code which uses reversible 

gates and derived quantum cost, constant inputs, garbage 

output and number of gates to implement it. 
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I.  INTRODUCTION 

Land Auer states that the loss of one bit of information 

dissipates KTln2 joules of energy, where K is the 

Boltzmann constant and T is the absolute temperature at 

which the operation is performed [1]. At room temperature 

the heat dissipation due to loss of one bit of information is 

very small but not negligible. This computation procedure 

is irreversible. Further Bennett, showed that one can avoid 

KTln2 joules of energy dissipation from the circuit if input 

can be extracted from output and it would be possible if and 

only if reversible gates are used [2]. Research is going on in 

the field of reversible logic and a good amount of research 

work has been carried out in the area of reversible 

combinational logic. However, there is not much work in 

the area of sequential circuit like flip-flops and counters. A 

counter, by function, is a sequential circuit consisting a set 

of flip-flops connected in a suitable manner to count the 

sequence of the input pulses presented to it in digital form 

[10]. In Synchronous counters the flip-flops are clocked at 

the same time by a common clock pulse. This paper 

proposes a novel design of 3-bit Gray Code counter using 

reversible logic gates. 

II.  BASIC CONCEPTS 

This section explains some basic concepts of reversible 

gates and quantum circuits which are as follows:  

 

 

A. Reversible Logic Function 

It is an n-input n-output logic function in which there is a 

one-to-one correspondence between the inputs and the 

outputs, i.e. not only the outputs can be uniquely 

determined from the inputs, but also the inputs can be 

recovered from the outputs. [6]This prevents the loss of 

information which is the root cause of power dissipation in 

irreversible logic circuits. Energy dissipation can be 

reduced or even eliminated if computation becomes 

Information-lossless. The reversible logic circuits must be 

constructed under two main constraints. They are: 

 Fan-out is not permitted. 

 Loops or feedbacks are not permitted 

Quantum logic gates have some properties as shown in 

“(1.1).” 

V × 𝑉 = 𝑁𝑂𝑇
V × 𝑉+  = 𝑉+ ×  V = I

𝑉+ × 𝑉+ = 𝑁𝑂𝑇
}                                         (1.1) 

Any reversible logic gate (circuit) is realized by using 

mentioned gates above, NOT and FG gates. The properties 

above show that when two V gates are in series they will 

behave as a NOT gate. Similarly, two V+ gates in series also 

function as a NOT gate. A V gate in series with V+ gate, 

and vice versa, is an identity. 

B. Garbage Output 

This refers to the number of unused outputs present in a 

reversible logic. A garbage output is an output that is 

needed to change an irreversible gate to a reversible one 

and are not used to the input to the other gates 

C. Quantum Gate 

Quantum gates are reversible and based on quantum 

computing. For realizing 1×1 and 2×2 quantum gates we 

can use quantum technique. Since bigger quantum gates  
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Like 3×3, 4x4 etc. cannot be realized by quantum technique 

directly, 1×1 and 2×2 quantum gates are used for realizing 

this bigger quantum gates. 

D. Quantum Cost 

This refers to the cost of the circuit in terms of the cost of a 

primitive gate. The quantum cost of a reversible gate is the 

number of 1x1 and 2x2 reversible gates or quantum gates 

required in its design. The quantum costs of all reversible 

1x1 and 2x2 gates are taken as unity. Since every reversible 

gate is a combination of 1 x 1 or 2 x 2 quantum gate, so the 

quantum cost of a reversible gate can be calculated by 

counting the numbers of NOT, Controlled-V, Controlled-V+ 

and CNOT gates used.[3],[14] 

E. Reversible Gate 

A gate with equal number of input and output in which 

input  and output have one –to-one mapping. This helps to 

determine the outputs from the inputs and also the inputs 

can be uniquely recovered from the outputs. If the input 

vector of a reversible gate is denoted by IV= (I1, I2, I3, IK), 

the output vector can be represented as OV= (O1, O2, O3, 

OK). A reversible gate can be represented as K×K in which 

the number of input and output is K. 

F. Feynman Gate (Cnot Gate) 

The Feynman gate (FG) or the Controlled-NOT gate 

(CNOT) is a 2-input 2- output reversible gate having the 

mapping (A, B) to (P = A, Q = A⊕B) where A, B are the 

inputs and P, Q are the outputs, respectively. [5]. 

 Since it is a 2×2 gate, it has a quantum cost of 1. 

“Fig. 1” and “Fig. 2” shows the block diagram and quantum 

representation of the Feynman gate. “Fig. 3” and “Fig. 4”  

Shows the block diagram and quantum representation of 

Double Feynman Gate respectively. Quantum cost of DFG 

is 2 as it needs two CNOT gate to implement it. 

 

                      Fig. 1.  2X2 Feynman 

 

 

 

 

 

Fig. 2. Quantum representation of Feynman 

 

 

                 Fig. 3. Double Feynman Gate 

 

Fig. 4. Quantum Representation of DFG 

G. SAM Gate 

Input vector IV and Output vector Ov are represented as  
IV= (A, B, C) and Ov= 𝑃 = 𝐴̅, 𝑄 = 𝐴̅𝐵⨁𝐴𝐶̅ , 𝑅 =
𝐴̅𝐶⨁𝐴𝐵and respectively. The block diagram of 3x3 SAM 

gate is shown in “Fig. 5” and its quantum representation is 

shown in “Fig. 6”. The quantum cost of SAM gate is 4. [4], 

[9] 

 
 

Fig. 5 Block diagram of 3x3 SAM Gate 
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Fig. 6 Quantum representation of SAM gate. 

 

If we give 0 to 3rd input then we get NOT of 1st input in 1st 

output, OR of 1st and 2nd inputs in 2nd output and AND of 1st 

and 2nd inputs in 3rd output. This operation is shown in “Fig. 

7”. So this gate can be used as two input universal gate. 

 

Fig. 7. SAM as NOT, OR and AND. 

The Characteristic equation of D Flip-Flop is 𝑄𝑛+1 =
𝐶𝐿𝐾̅̅ ̅̅ ̅̅ . 𝑄𝑛 + 𝐶𝐿𝐾. 𝐷 “Fig. 8” shows the D flip-flop 

implementation by using SAM and DFG gate. Quantum 

cost of this D Flip-Flop implementation is 6. [7]- [8] [11]-

[13] 

 

Fig.8. D Flip-Flop 

H. Encoder for Cyclic Code 

A binary Code is said to be cyclic if it exhibits linearity and 

cyclic property. The encoder for an (n,k) cyclic code is 

shown as in fig.10. This encoder is useful for generating the 

systematic cyclic codes. The symbols used in the block 

diagram of the encoder are asshown in fig.9. 

 

 

  

 

 

 

: g1and g2 are multiplying coefficients. The values of these 

coefficients are either 0 or 1. 

 

 

Fig. 9. Symbols used in the block diagram of the encoder of 

cyclic code.  

 

Fig. 10.Encoder for an (n,k) cyclic code 

Working operation of the encoder: 

The flip-flops (F/F) of Fig 10 are used to construct a shift 

register. Operation of all these flip-flops is governed by an 

external clock, which is not shown in Fig. 10. The flip-flop 

contents will get shifted in the direction of the arrow 

corresponding to each clock pulse. The feedback switch is 

closed and the output switch is connected to the message 

input. All the flip-flops are initially at zero state. First k 

message bits are shifted to the transmitter and also shifted 

into the shift register. After shifting the k message bits, the 

shift register will contain (n-k) parity or check bits. 

Therefore, after shifting the k message bits, the feedback 

switch is open circuited and the output switch is now 

connected to parity bit position. Now with every shift, the 

parity bits are transmitted over the channel. Thus this 

encoder generates the code words in the format as shown in 

Fig. 11. 

 

 

 

 

g g2 

+ 
: Modulo-2 adders. 

F/F 
: Flip-Flops used for construction of 

shift register. 
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Fig. 11. Format of code word 

The encoder thus performs the division operations and 

generates the remainder. The remainder is nothing but the 

parity bits. When all the message bits are shifted out, but 

remains inside the shift register is remainder. The encoder 

also consists of mod-2 adders. The output of the coefficient 

multipliers i.e. g1, g2, .etc. are added to the flip-flop outputs 

to generate the parity bits. 

 

III. PROPOSED WORK 

In this paper we propose the design of the encoder for a (7, 

4) cyclic hamming code generated by the generator 

polynomial, G (p) = 1+p+p3. 

On comparing G (p) = 1+p+0p2+p3 with G (p) = 1+g1p+g2 

p2
+p3. We get the values of multiplier coefficients as g1=1 

and g2 = 0. Thus the cyclic encoder for a (7, 4) cyclic 

Hamming code is shown in Fig. 12 by using reversible 

logic. 

IV. RESULTS AND DISCUSSION 

In the implementation of the encoder for a (7, 4) cyclic 

hamming code generated by the generator polynomial, G 

(p) = 1+p+p3we use Three SAM gate having Quantum cost 

(QC) of 4 and Three DFG gate having Quantum cost =2 

and Two FG having QC of 1. Number of gates, constant 

inputs, garbage output and quantum cost are shown in 

Table-II. 

Table II. 

No of 

Gates 

No. of 

constant 

input 

No. of 

garbage 

output (G) 

Quantum 

cost 

8 6 7 20 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Proposed Design of the encoder for a (7, 4) cyclic hamming code generated by the generator polynomial, G (p) = 

1+p+p3

V. CONCLUSION 

We have presented the basic concepts of multipurpose 

binary reversible gates. Such gates can be used in regular 

circuits realizing Boolean functions. This paper proposes 

designs of the encoder for a (7, 4) cyclic hamming code 

generated by the generator polynomial, G (p) = 1+p+p3. In 

this paper, we implement an encoder for a (7, 4) cyclic 

hamming code directly from reversible gates. Minimization 

of Quantum cost, garbage output and number of gate is a 

challenging one. Here in this paper the proposed designs are 

better in terms of quantum cost and garbage outputs. The 
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proposed design can have great impact in quantum 

computing. The proposed have the applications in 

cryptography, communication, information theory and 

coding etc. 
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