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Abstract - This paper proposes an efficient method to 

classify normal and abnormal respiratory sounds. 

Traditionally, abnormal breath sounds are detected 

using stethoscopes and qualitative methods based on a 

physician’s own hearing. Computerized methods of 

respiratory sound analysis will provide a quantitative 

basis for abnormal respiratory sound detection. The 

respiratory sounds are analyzed by the Mel 

Frequency Cepstral coefficients and classified by 

SVM Classifier . Here, Gaussian Mixture Model is 

used as the classifier in conjunction with the wavelet 

derived features. The pre-recorded breath sounds 

from R.A.L.E. Repository is used for analysis and the 

results obtained are found to be satisfactory. An SVM 

based system, trained using the MFCC Features, and 

was implemented to classify the lung sounds in to 

different classes as normal, wheeze, stridor and 

rhonchi. 
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I. INTRODUCTION 

 
Respiratory sounds are created in the large 

airways where air velocity and turbulence compose 

vibrations in the airway walls during the process of 
breathing. These vibrations are then sending out 
through the lung tissue and thoracic wall to the 
surface where they may perceive sound with the aid 
of a stethoscope, micro phone or any other sensors. 

Respiratory sounds can be classified into two 
categories, either normal or Pathological.  
Nowadays, asthma is becoming a common disease 

that may occur at any age and have become a 

public health challenge to the world today [1]. It is 

a chronic inflammatory diseases of the respiratory 

airway and can be hyper- responsiveness to a 

variety of stimuli [2]. The asthmatic patient suffers 

attacks such as coughing, dyspnea, and the main 

manifestation is wheezing [3]. Sounds generated 

during breathing can be a good source of 

information on lung’s health [4]. Any characteristic 

changes of the normal lung sounds can imply a 

diseased condition that probably is invading the 

lung. Each type of disease is different from each 

other and the variation can be ascertained from 

sound characteristic, pitch, amplitude, frequency, 

duration, etc. [5]. With regard to asthma, symptoms 

originating from the wall oscillations of narrowed 
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airways at critical flow rates causes wheeze to 

occur [3]. Auscultation of the chest via a 

stethoscope provides useful information to the 

physician for the diagnoses of respiratory disorders. 

However, due to the subjectivity in auditory 

perception among physicians, and variability in 

their verbal descriptions of sound characteristics, 

fuzzy and qualitative nature of the diagnosis has 

become the major problem for this rewarding 

method [6–8]. In the last three decades, on the other 

hand, technical advances in sound measurement 

and signal processing techniques have opened new 

avenues for the auscultation based diagnosis of 

pulmonary disorders [9–14]. Automatic recognition 

of respiratory sounds is useful in providing a 

computer-aided tool to auscultation and increases 

its potential diagnostic value [15]. There are two 

major difficulties in developing such a tool: (i) 

respiratory signals are non-stationary due to 

changes in lung volume and Low rate during a 

cycle. (ii) These sounds have a large inter-subject 

variability due to age, weight and physiology and 

considerable intra-subject differences due to the 

evolution state of pathology. Therefore the use of 

conventional classification algorithms prove 

inadequate, and novel approaches must take into 

account the problems of small sample size, 

diversity of sounds, and the cyclic behavior of 

signals 

 
In lung medicine there is no universal 

pattern or parameters’ threshold indicating the 

presence or absence of a pathology. Therefore, 

Zheng and coll. [16] propose to establish a 

personalized pattern, combining information 

coming from sounds and other measurement 

applied to the patient. They aimed at recognizing 

pattern of pulmonary sounds. The method applied 

can be divided into two stages: characterize the 

variables that can be extracted from the waveform 

of pulmonary sound, and the changing in these 

variables that will provide information concerning  
the pattern variations. 
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 Figure 1: Respiratory signal Classification System   
 

Guler and coll. [17] focus on artificial intelligence 

technics; they combined neural network and 

genetic algorithm for analysis of lung sounds. First, 

they selected complete respiratory cycles, on which 

a PSD (Power Spectrum Density) of 256 was 

applied. Then, a multilayer perceptron (MLP) 

neural network was employed in order to detect the 

presence or absence of adventitious sounds 

(wheezes and crackles). Each sound is associated to 

several characteristics and to a diagnosis. 129 

specific characteristics were checked of ( 

PSD0,…,PSD128). Afterwards, different learning 

rules were used in order to associate characteristics 

and diagnosis. 

 
In [18], Kahya and coll. make a comparison 

between k-NN (k-nearest neighbour) and ANN 

(artifi cial neural networks). They use different 

features extracted from the respiratory signal; 

actually each cycle is divided into six segments 

with three features: autoregressive coefficient, 

wavelet coefficient and crackles’ parameters. 

Moreover, the performance of the classifiers was 

measured with the following statistical parameters: 

sensitivity, specificity, accuracy. 

 
Then, in [19], they added crackle parameters to the 

observed features in order to increase the 

performance of classification. It was observed that 

addition of crackles parameters to feature vectors 

and fusion of phase decisions improve classifi-

cation results. 

 
Cohen and Landsberg [20] realize classification of 

normal and adventitious sounds in two stages: 

linear prediction of coefficients, and features of the 

energetic envelope. Seven types of respiratory 

sound were thus classified, among which four 

 

normal sounds: vesicular breath sounds (V), 

bronchial breath sounds (B), broncho-vesicular 

breath sounds (BV), and tracheal breath sounds (T). 

The features extracted were: FFT, PDS estimation 

by means of linear prediction (LCP). Nevertheless, 

in this study, a manual decision of the 

inspiration/expiration periods was realized. The 

main objectives are: characterize quantitatively 

several respiratory sounds and provide an 

automatic classification method of these type of 

sounds. Finally, the diagnostic will be done by a 

physician, and based on the sound analysis 

associated with other diagnostic values. 

 

Dokur and Olmez. [21] use wavelet transform. The 

best samples are selected by dynamic 

programming. Then a Grow and Learn neural 

network is used for classification. The process of 

decision is made up of three stages: process 

normalization, feature extraction, artificial neural 

network by classification. 

 
The paper is structured as follows. The next section 

discusses the Proposed Method. The Section 3 

gives the Classification Results. Finally, Section 4 

gives the Discussion and Conclusion of the 

proposed method. 

 
II.Respiratory Signal Classification System 

 

The overall block diagram of the proposed feature 

extraction scheme is presented in Fig. 1.Te first 

step in the respiratory disease recognition system is 

to extract features i.e. identify the components of the 

respiratory signal that are good for identifying the 

characteristics of the respiratory sound. Among the 

variety of parametric representations of the sound are 

found in the literature, such as linear predictive 

coefficient 
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(LPC) and Mel- frequency cepstral coefficients 

(MFCC). 

 
Respiratory Signal Classification system involves 
two phases, i.e., training and classification. 

 

Mel Frequency Cepstral Coefficents (MFCCs) 

 

Mel Frequency Cepstral Coefficents (MFCCs) are 
the widely used feature in automatic speech and 
speaker recognition. It combines the advantages of 
the cepstrum analysis with a perceptual frequency 
scale based on critical bands. The steps for  
computing the Mel-Frequency Cepstral 
Coefficients from the signal are as follows:Framing 
the Signal, Windowing, FFT, Mel- Frequency 
Warping and Computing the Cepstral Coefficients 

 

Framing: The respiratory signal has to be short 

enough so that it can reasonably be assumed to be 

stationary, for extracting the parameters. Thus to 

model dynamic parameters, the signal is divided 

into successive frames. To avoid loss of 

information overlapping between frames is 

necessary. Framing is done with a frame size of 

256 samples and overlap size of 100 samples. 

 

Windowing: To minimize the distraction at the 

starting and at the end of the frame, windowing is 
 
[22]. It is done on each individual frame so as to 

taper the signal to zero at the beginning and at the 

end of frame. The Hamming window is used 

because it has a wide main lobe and small side 

lobes, making it a smooth lowpass filter with less 

leakage [23]. 

 
Hamming window w(n) has the form 

 

(1)  

 

where  N represents the  width,  in samples,  of a  
discrete-time window function. Typically it is an 

integer power-of-2, such as 2
10

 = 1024. n is an 

integer, with values 0 ≤ n ≤ N-1. 

 
Fast Fourier Transform: FFT is used for 
converting the input signal from the time domain to 
the frequency domain. Fourier transformation is a 

fast algorithm to apply Discrete Fourier Transform 
(DFT), on the given set of Nm samples. After 
windowing the respiratory signal Fast Fourier 
Transform (FFT) is applied to each frame and its 
squared magnitude is calculated. For sampled 

vector data 

 
 

 

Pre-emphasis: Preemphasis is used to boost the 

energy of high frequency signals. Thus 
preemphasis helps to equalize the spectral tilt in 
speech and the signal is spectrally flattened. The 

output of pre-emphasis [22] is related to input s(n) 
by  

s (n)’ = s(n) −αs(n −1) (2)  
where α is Preemphasis factor whose value varies 
from 0.9 to 1.  
 
 
 
 
 
 
 
 
 
 

 

Figure 2: Mel – Cepstral Feature Analysis 

 

Mel Scale Filter Bank: Mel is the unit of pitch. 

Melscale is linear below 1 kHz and logarithmic 

above 1 kHz [24]. If triangular filters are used in 

filter bank, the correlation between a subband and 

adjacent subband is lost. In this paper Gaussian 

filters are used. The gaussian filters are chosen for 

many reasons. First, it is symmetric and high 

frequency components are involved. Second, 

gaussian shaped filters provide smooth transition 

from one subband to other preserving most of the 

correlation between them. The filters in the filter 

bank are arranged such that more number of filters 

are present in the low frequency range. 

 
Discrete Cosine Transform: Discrete Cosine 

Transform (DCT) is applied to the log of the Mel 

Spectral Coefficients to obtain MFCCs. By 
applying DCT decorrelated coefficients are 

obtained. The zeroth coeffient has average log 
energy and hence it is discarded. In MFCC the 

frequency bands are logarithmically spaced. As the 

frequency bands are positioned logarithmically in 
MFCC it approximates the human response system 

more closely than any other system. These 

coefficients allow better processing of data. 
 

 

SVM: Support vector machines (SVMs) are a set 

of related supervised learning methods used for 
classification and regression. Supervised learning 
involves analyzing a given set of labelled 
observations (the training set) so as to predict the 

labels of unlabelled future data (the test set).  
Specifically, the goal is to learn some function that 
describes the relationship between observations and 
their labels [25]. More formally, a support vector 
machine constructs a hyper plane or set of hyper 
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planes in a high- or infinite-dimensional space, 

which can be used for classification, regression, or 

other tasks. Intuitively, a good separation is 

achieved by the hyper plane that has the largest 

distance to the nearest training data point of any 

class (so-called functional margin), in general the 

larger the functional margin the lower the 

generalization error of the classifier. In the case of 

support vector machines, a data point is viewed as a 

p-dimensional vector (a list of p numbers), and we 

want to know whether we can separate such points 

with a (p − 1)-dimensional hyper plane. This is 

called a linear classifier. There are many hyper 

planes that might classify the data. One reasonable 

choice as the best hyper plane is the one that 

represents the largest separation, or margin, 

between the two classes. So we choose the hyper 

plane so that the distance from it to the nearest data 

point on each side is maximized. 

 
 

 

the total number of the pathological signal. False 
positive (FP) is the ratio  
between normal signal wrongly classified and the 
total number of pathological signal. 

 

Table 1.The confusion matrix for Two 
Class Problem. 

 

 Normal Abnormal 
   

Normal TP=85.08% FP=17.14% 

Abnormal FN=1.6% TN=98.40% 

 
Here, an attempt is made to classify different types 
of abnormal respiratory signals into wheezes, 
rhonchi, crackles, stridor. 

 

Table 2.The confusion matrix for Multiclass 
Problem. 

 

IV Results and Discussion 

 
The experimental results for the classification of 
abnormal lung sound from normal are shown in this 
section. Signals obtained from RALE Repository 
are used for analysis. Some of the sample signals 
are shown below.  
 
 
 
 
 
 
 

 

(a) Normal (b) Wheeze 
 

 

Figure 2: Sample Respiratory Signals 

 

The input signals is splitted in to frames of length 
256 and are used for further analysis. Feature 

vectors are obtained for MFCC features. For every 
frame of the respiratory signal 20 DCT coefficients 
are obtained and the first DCT coefficient is 
discarded (since it yields the DC value). As a result 

every frame of the speech signal contributes 19 
MFCC coefficients. 

 

From the available samples of respiratory signals, 

66 % of it was used for training and remaining for 

testing. The confusion matrix can show us how 
many correct classification rates have been 

identified. In the Table1 and 2, True positive (TP) 

is the ratio between normal signal correctly 
classified and the total number of normal signal. 

False negative (FN) is the ratio between wrongly 
classified pathological signal and the total number 

of normal signal. True negative (TN) is the ratio 

between pathological signal correctly classified and 

  
 Normal Wheeze Crackles Stridor 
     

Normal 99.41 0.04 0.00 0.55 

Wheeze 20.35 79.61 0.04 0.00 

Crackles 58.42 0.08 41.50 0.00 

Stridor 34.43 0.16 0.00 65.42 
 

 

From Table 2, shows a correct classification rate 
for normal and pathological signals. The FN=1.6% 
means that some pathological data were 

misclassified as normal case, however, the 
TN=98.4% demonstrates that most of the 
pathological data were correctly classified 

 

V Conclusion 

 

This paper has performed a classification of the 

abnormal signal from normal signal by MFCC 

feature and SVM classifier. The classification rate 

obtained proves the efficiency of the algorithm. 

This can be used as real time application in 

hospitals. The use of other feature selection 

methods or other cross validation techniques for the 

testing needs to be considered in for future studies. 

In the future work, to improve the performance 

with real data, more investigations are required on 

the selection of proper parameters in SVM 

Classifier depending upon the characteristics of the 

input. Also it is highly required to extend the size 

of the database. 
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