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Abstract—This paper presents an efficient design for filterbanks in 

variant audio coding standards. Filterbank is generally interpreted 

as two kinds of approaches, one is modified discrete cosine transform 

(MDCT) domain and the other is quadrature mirror filterbank 

(QMF) domain. We propose the fast decomposition methods to solve 

all of them. For MDCT-based algorithms, they are modified to N-

points discrete cosine transform type IV (DCT-IV) with windows 

cascade operation. We propose the method to decompose the 

transform matrix operations into conventional N/2-points DCT-IV 

and DCT-II type. Our method can reduced more than 96% of 

computation with respect to the original multiplications and 

additions. For QMF-based algorithms, we not only concern the most 

popular coding standard, MPEG-1 layer III (MP3), but also address 

on the newest coding method, the spectral band replication (SBR) for 

MPEG-4 High Efficiency Advanced Audio Coding (HE-AAC). The 

computation can be reduced about 90% with respect to the original. 

Based on these techniques, the computation complexity for most 

state-of-the-art audio coding schemes can be marvelously reduced. 

Meanwhile we propose the architecture and VLSI design for these 

filterbanks by TSMC 90nm library. As a cost-effective design, it 

consumes about 21K gates with power consumption of 55 mW. 
 

Index terms –Audio coding, filterbank QME, MDCT, VLSI . 
 
 

I. INTRODUCTION 

 
Digital audio coding has become more and more popular 

and represented as essential feature of multimedia consumer 

electronics in recent years. Various digital audio coding standards 

have been developed to provide high quality audio compression. 

They are widely used in many areas from personal computer, 

network, and mobile phone to portable devices as shown in Table 

I. Due to the high quality requirement on audio coding, a group of 

filters is implemented as filterbank, a unique technique applied to 

audio coding. Filterbank can be interpreted as modified discrete 

cosine transform (MDCT) domain or quadrature mirror filterbank 

(QMF) domain. MDCT has been  
widely used in state-of-the-art audio coding scheme such as 

Dolby AC-3, MPEG-2/4 AAC, MP3 [1]-[5]. It is a linear 
orthogonal lapped transform, based on the idea of time domain 
aliasing cancellation (TDAC) [6]. MDCT provides critical 
sampling and overlapping of blocks with good frequency 
selectivity. It is critically sampled, which means though it is 
50% overlapped. A sequence data after MDCT has the same 
number of coefficients as samples before the transform (after 
overlap-and-add). 

 
 

Table I: Audio codec adopted in different applications 
Application Format 

 

   

DAB 
MPEG-1 Layer II, MPEG-2 

 

Layer II  

 
 

DVB 
MPEG-1 Layer I/II, MPEG-2 

 

Layer I/II, HE-AAC  

 
 

VCD MPEG-1 Layer II 
 

   

DVD MPEG-2 Layer II, AC3 
 

   

3GPP Enhanced AAC+ 
 

   

PC, Mobile phone, 
MP3, WMA, AAC  

Consumer audio codec  

 
 

 
 

Referring to QMF method, it performs a filterbank with 
splitting an input signal into two or more bands. The resulting 
high-pass and low-pass signals are often decimated by a factor 
of two, giving a critically sampled two-channel representation 
of the original signal. QMF is used in MP3, one of the most 
universal audio standards. Except MP3, QMF has been 
extended to the newest coding method, spectral band 
replication (SBR). It is embedded with AAC core [7] to make 
the MPEG-4HE-AAC to achieve high audio quality at much 
lower bitrates with increasing complexity [3].  

We profile these versatile audio coding systems, including: 

MP3, MPEG-2/4 AAC, DolbyAC-3 and HE-AAC. Based on this 

analysis, filterbank indeed takes most of the computation 

complexity in a generic audio codecs. The complexity analysis is 

shown as Table II. In traditional codecs such as AC-3, MP3 and 

AAC, filterbank takes more than half of the computation 

complexity, even up to 83%. In advanced codec, HE-AAC, the 

analysis and synthesis QMF are summarized as to 80% of overall 

complexity. Consequently fast algorithm on filterbank is very 

crucial to reduce the complexity of overall system.  
The fast algorithms on MDCT/IMDCT have been proposed for 
years. Generally they are realized with the following techniques:  
(a) the transform kernel of MDCT/IMDCT factorized into the 

formula of FFT; (b) the trigonometric equivalence to convert the 

coefficients of transform kernel into twiddle factor form 

recursively; (c) the matrix decomposition to reduce size from N to 

N/2 and accomplish the formula by DCT/IDCT-II kernel, and  
(d) the trigonometric equivalence mapping the kernel to DCT-
II and achieving the computation by fast DCT algorithm. Fast 
MDCT algorithm is based on a cascade of window operators 
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Table II: Complexity analysis of state-of- the art decoders 
 
 Function Complexity 

 

    

 Huffman 1.90% 
 

    

 IQ 38.70% 
 

    

 Stereo 3.40% 
 

    

MP3 Antialiasing 0.60% 
 

filter 
 

 

  
 

   
 

 DWIMDCT 21.50% 
 

 filterbank  
 

   
 

 Polyphase 33.90% 
 

 filterbank  
 

   
 

 Huffman 19.60% 
 

    

 IQ 1.60% 
 

   
 

AAC 
Rescale 1.90% 

 

   

Stereo 2.70% 
 

 
 

    

 TNS 0.60% 
 

    

 Filterbank 73.60% 
 

    

 Decode Envelop 1.30% 
 

    

 Bit Allocation 1% 
 

AC-3    

Mantissa 2%  

 
 

    

 Filterbank 1% 
 

    

 Core AAC 16% 
 

    

 HE generator 1% 
 

   
 

HE-AAC 
Envelope adjuster 1% 

 

   

other 2% 
 

 
 

    

 AQMF 17% 
 

    

 SQMF 63% 
 

    

 Core AAC 12% 
 

    

 HE generator 2% 
 

HE-AAC    

Envelope adjuster 2%  

Downsampled  

   

other 3% 
 

version  

   

 AQMF 39% 
 

    

 Downsampled 42% 
 

 SQMF  
 

   
 

 
and a discrete cosine transform type IV (DCT-IV) [6]. The 
efficient algorithm of DCT-IV can be classified to two 
categories which are direct computation and indirection 
computation. The direct computation reduces computational 
complexity by matrix factorization and recursive 
decomposition. Indirect computation takes the advantage of 
exiting fast algorithm such as FFT to compute DCT [8]-[9]. 
However, additional operations are often required for mapping 
the DCT sequence to other transformation sequence.  

With respect to QMF-based methods, some of them have 
been derived with the fast algorithm in [10]. In [11] presented the 
low power SBR with aliasing minimizing tools to reduce the 

 
 
 

Input time T/F SPP Q loop  
 

   

Coded audio  

domain    
 

   

bitstream  

signal    
 

Psychoacoustic    

   
 

  Model   
 

  (A)   
 

Coded audio Inverse   Output time 
 

SPP F/T domain  

bitstream Quantization  

    

   signal  

  (B)   

     

 
Fig. 1. Block diagram of general audio encoder/decoder. (a). 

Audio encoding flow, (b). audio decoding flow. 
 
complexity of the decoder by processing real-valued data 
instead of complex-valued data. However, the complexity is 
still high compared with the conventional plain AAC decoder 
if SBR is not optimized. In [12], they presented a fast 
algorithm and common structure design to deal with mirror 
filterbanks (AQMF, SQMF) on SBR. Since they used a simple 
approach with recursive computation method, only few 
reduction of computation complexity is obtained.  

In this paper, we provide an algorithm level solution to 

improve the performance for state-of-the-art audio coding 

applications. Our goal is to derive the fast algorithm to reduce the 

complexity of the computation-intensive matrix operations, and 

interpret it as a universal method for all the filterbanks in audio 

coding standards. The proposed method comprises only 

conventional discrete cosine transform of type II and III (DCT-II 

and DCT-III) [13] with simple permutations. By deriving to a 

unified DCT computations, many conventional fast DCT 

algorithms can be effectively used. For MDCT domain method, it 

is modified to DCT-IV with windows cascade operation. DCT-IV 

will be further modified to DCT-II and discrete sine transform 

type II (DST-II) [14]. For QMF domain method, the proposed 

method is based on the direct decomposition structure to modify 

DCT-II and DCT-III [15] structure to save arithmetic operator. 

Furthermore we provide the architecture based on the proposed 

algorithm, and manipulate it as an intellectual property (IP). The 

paper is organized as follows. In Section II, algorithm on MDCT 

and QMF is briefly introduced. In Section III, the decomposition 

method for reducing the computational complexity is proposed. 

Section IV, the performance evaluation and the VLSI design is 

derived. Finally we make a conclusion on this topic. 
 
 
 

II. OVERVIEW OF ALGORITHMS IN MDCT AND QMF 

 
Fig.1 illustrates the flowchart of encoder and decoder in 

audio compression. The decoder flow includes inverse 
quantization (IQ), spectrum processor (SPP), and frequency to 
time domain conversion (F/T conversion). The encoder flow is 
similar to decoder, excluding psychoacoustic model (PAM) 
module, which models the human auditory system and keeps 
audio quality in encoder scheme [1]. 
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Fig. 2. Block diagram of the MPEG-1 Layer 3Codec with specifying PQMF and MDCT. 
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Fig. 3. Block diagram of the HE AAC decoder with the SBR decoder. 

 
As shown in Fig. 1, the frequency/time domain 

conversion requires MDCT, especially in AAC and AC-3 
encoder/decoder flow. Generally audio coding technology 
differs from image or video processes. It applies MDCT 
instead of DCT to achieve spectrum conversion. MDCT have 

some property mostly proper to apply in audio coding. It can 
reduce or cancel the noise and alias signal, and the spectrum 
response after converting is similar to human acoustic 
characteristic. MDCT converts data from 2N-point to N-point 
with this property and combines windows overlap operation to 

cancel time domain alias without inducing extra complexity. 
AAC and AC-3 apply the same operator MDCT to convert 
signal spectrum, where AAC applies 2048/256 point operation 
and AC-3 applies 512/256 point respectively.  

MP3 is developed before pure MDCT-based AAC coding. It 

exploits transform domain coding technique and subband coding 

scheme as a hybrid subband coding. Except MDCT, polyphase 

QMF (PQMF) technique is also included in MP3. As the most 

popular audio standard, we depict the block diagram for MP3 

coding flow in Fig. 2. Recently, QMF-based method has been 

used in SBR coding to construct a higher efficient audio coding. 

Fig. 3 illustrates the block diagram of the MPEG HE-AAC 

decoder. It displays how the SBR decoder and the core AAC 

decoder are interconnected. The data of SBR are processed in the 

QMF domain which is the output of the prime AAC decoder. 

Firstly, it analyzed with a 32-channel analyzing QMF (AQMF) 

filterbank. Then SBR decoder processed QMF-domain signal and 

reconstructed transient audio signal. Finally, time-domain audio 

output is synthesized from lower band and higher band with a 64-

channel synthesis QMF (SQMF). In 

 
order to circumvent the situations where the output signals 
have a sampling rate twice than that of the input, the 
downsampled 32-channel SQMF is employed instead of the 
64-channel SQMF.  

. 
 
2.1  MDCT Methods 
 
The MDCT formula is  
   2 2 N 1       

X (k)      
 

  wk x mcos   2m 12k  N 1 
 

t     t 
 4N  

 

   N m0   
 

for  m  0,1,2.......N 1    
(1)  

         
 

And the IMDCT formula is     
 

xt (k)  wk  
2 N 1      

X t 
  

 mcos 
4N 

2m 12k  N 1 
 

    N m0    
 

for k  0,1.....2N 1    
(2)  

        
  

MDCT will introduce the time domain aliasing. The aliasing 
error can cancel by overlap and add method of output data 
between two succeeding block t and t+1 of inverse MDCT. 
The overlapping part is: 
x' 

t 
(k)  y (N  k)  y 

y1 
(k) 

 

 t   
 

for k  0,1.....N 1   
  

To ensure this time domain aliasing cancellation, the windows 
of two succeeding blocks have to fulfill certain condition in 
their overlapping part. A sufficient condition for time domain 
aliasing cancellation is 

2 2  
w(k)  w(2N 1  k)  

w(k)  w(N  k)   1 and  

 
 

for k  0,1.....N 1 

 
2.2  QMF Methods 
 

QMF is applied with various forms. The matrix 
operations (scale factors are neglected) in the QMF are 
defined as follows. PQMF (MP3-Analysis): 
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0 N/2 N 3N/2 2N 5N/2 3N 

    N-point output   
 
 

 
Fig. 4. The symmetry property on transform and 

window operation for MDCT. 
 

63        

 

(n 16)(2k 1) 
 

X (k)  u(n) cos 
64 

 
 

n0      
 

for k=0,1,…,31; n=0,1,…,63   (3) 
 

PQMF (MP3-Synthesis):      
 

31        

 

(n 16)(2k 1)  

v(n)  u(n) cos   
 

k 0 64     
 

for k=0,1,…,31; n=0,1,…,63   (4) 
 

QMF (HE-AAC-Analysis):     
 

63       

X (k)   (n  48)(2k 1) 
 

u(n) cos 
64 

 
 

n0     
 

for k=0,1,…,31; n=0,1,…,63   (5) 
 

QMF (HE-AAC-Synthesis):     
 

63       

 

(n  32)(2k 1)  

v(n)  X (k) cos   
 

k 0 
128  

  

    
 

for k=0,1,…,63; n=0,1,…,127   (6) 
 

QMF (HE-AAC-synthesis downsampled):   
 

31       

   
 

v(n)  X (k) cos  

(n 16)(2k 1)  

64 
 

k 0     
 

for k=0,1,…,31 ;n=0,1,…,63  (7) 
 

 

 
III. PROPOSED METHODS 

 
DCT is one of the most widely used transforms in digital 

signal processing application such as data compression for image, 

video, audio, and speech signal [15], [16]. According to [13], the 

family of DCT consists of 8 versions of DCT and corresponding 8 

versions of DST. Each transform is identified as even or odd and 

of type I, II, III, and IV. Here, only DCT-II and DCT-III are 

considered because they are more popular and 
easily employed.      

 

3.1 DCT-II, DCT-III and DST-II   
 

 The relationship of the DCT and DST is quite close. The 
 

formula of DCT-II DCT-III, and DST-II are shown as 
 

   N 1     

(DCT-II): Xc(m)  
  

 uk cos 
2N 

m2k 1 
 

   

   

   k 0 
 

for m  0,1.....N 1     
 

   N 1     

(DCT-III): Xc(m)  
 

 

 uk cos 
2N 

k 2m 1 
 

   

   

   k 0 
 

for m  0,1.....N 1     
 

   N 1     

(DST-II): Xs(m)  
 

 

 uk sin  m2k 1 
 

    2N   

   k 0 
 

for m  0,1.....N 1      
  

Briefly,  DST-II  is  very  similar  with  DCT-II.  After  matrix  
permutation DST-II is the same as DCT-II [17]. A translation 

 

from DST-II to DCT-II is a matrix operation as: 
 

   S 
N  [I 

N ][C N ][D N ]   
 

               

S 
N is DST-II  and CN is DCT-II. [I 

N ] is  the  opposite  
     

diagonal identity matrix and [D 
N ] is special matrix defined as  

     

follow :               
 

  1  0              
 

   1               
 

                 
 

                
 

[DN ]                 
 

   
1               

 

                 
 

                
 

   0               
 

  

 
1              

                 
 

 
3.2  MDCT using DCT-IV and DCT-II 
 

The symmetry property on transform and window 
operation is existed for MDCT, as illustrated in Fig. 4. It 
shows that 2N-point MDCT is shaped by window operation. 
With 50% overlap on MDCT, it can be derived to N-point 
DCT-IV. From (1), it can be modified into overlapping 
windows operation with DCT-IV as 
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MDCT 

 
 
 

 
Fig. 5. Decomposition of MDCT to DCT-IV. 
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DCT-II 
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DCT-IV x(N/2-1)  X(N/2-1) 
 

x(N/2)  X(N/2)  

   

 

……
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 x(N-1)  X(N-1) 
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  C(2N-2n-1)  
 

  C(2N-2n-1)  
 

 C(2n+1)   
 

 S(2n+1)=C(2N-2n-1)  
  

Fig. 6. Decomposition of DCT-IV to DCT-II and DST-II. 
 
     N 1       

Xc(m)   
  

 

uk cos 
4N 

2m 12k 1 
 

     k 0     
 

for m  0,1.....N 1    
 

          
 

where         
 

u(k  N )  w(N 1  k)x (N 1  k)  w(k)x (k)  
 

 

    2      t t 
 

           
 

u( N 1 k)  w(k)x (N 1 k)  w(N 1 k)x (k)  
  

 

  2      t   t 
 

           
 

  
k  0,1..... N 

1    
 

for 2    
 

        
 

            
MDCT can be modified into DCT-IV and then it can be 
simplified as Fig. 5. DCT-IV can be built as an orthogonal 
matrix. The matrix is decomposed into N(N-1)/2 givens 
rotations [20], but the decomposition method is not unique. 
Thus we try to find an efficient decomposition method for 
computing MDCT and DCT-IV.  

Since DCT-II is easily implemented than DCT-IV, we try 
to find an efficient method to modify DCT-IV to DCT-II. The 
equation of DCT-IV is shown as 

N 1     

 
 

Xc(m)  uk cos  2m 12k 1  

4N 
 

k 0   
 

for m  0,1.....N 1 (8) 
  

By the trigonometric identify 
cos( A  B)  cos A cos B  sin Asin B 

sin( A  B)  sin A cos B  cos Asin B 

`  
  

where 

 
 

 
 

    Even-point   
 

x(0)      

X(0) 
 

      ...        

       

       
 

       

X(2) 
 

       
 

x(N/2-1)    

DCT-II   

  

...  

  
 

x(N/2)     

    

X(2m’-2)  ...        

       

       
 

x(N-1) 
  

Odd-point 

 

X(2m’) 
 

   
 

    

     

      
 

x(0)     X(1)  

     ...        
 

    

DCT-IV  X(3)  

x(N/2-1) 
 

  

   

 

... 

 

x(N/2) 
   

 

    
X(2m’-1)  ...       

 

      

X(2m’+1) 
 

x(N-1) 
    

 
 

     

      

       

       

Fig. 7. Merge DCT-II and DST-II, and map to N/2-DCT-II, and 
 

   N/2-DCT-IV.   
 

  A  (2k 1) / 4N   
 

   
B  (2k 1)m / 2N 

  
 

     
  

As referred in [19], (8) is replaced by DCT-II and DST-II and 
shown in Fig. 6. Then it is reformed as 
 k N / 21  

 

Xc (m)  (u(k ) cos A u(N 1  k ) sin A) cos(B ) 
 

 k 0   
 

  
k 1 k N / 21 

 

 

 (1) (u(N 1  k ) cos A u(k ) sin A) sin(B ) 
 

  
 

   k 0 
  

(9) 
Consequently the equation becomes a N/2-point DCT-II and 
N/2-point DST-II. Using the representation of DCT-II and 
DST-II used in [17], we can obtain  

k N / 21    
 

Xc(m)  (u(k) cos A  u(N 1 k) sin A) cos(B)   
 

 k 0    
 

k N / 21  (2k 1)(N  m)   

   (u(N 1  k) cos A  u(k) sin A) cos( ) 
 

2N  
 

k 0    
 

     

   (10) 
 

After using the permutation of method in [18], the equation  
 

can be rewritten as    
 

k N / 21    
 

Xc (m)  (u(k ) cos A u(N 1  k ) sin A) cos(B )   
 

 k 0    
 

 k N / 21    
 

 
(u(N 1  k ) cos A u(k ) sin A) cos(B )  

 

 
k 0    

 

   (11) 
 

Then (11) can be rewritten as (12).    
 

k N / 21    
 

Xc (m)  ((u(k ) u(N 1 k )) cos A cos(B )   
 

 
k 0    

 

 k N / 21  

(12) 
 

 (u(N 1  k ) u(k )) sin A  cos(B )  

  
  

k 0  
After separating the odd and even term as in [20], it becomes as:  

k N / 21  
(2k 1)  2m' 

 
 

Xc(2m' )    h(k)  cos( ) 
 

2N  

k 0   
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MDCT (2N) 

 
 
 
 

QMF u(n) 
P3 

X(k)  

 
 

input  
 

P1 P2 DCT-III (N)  

 
 

 
u(k) DCT-IV (N) Xc (m)  

  

Fig. 9. General decomposed matrix flow of PQMF (analysis). 
 

 
DCT-II (N/2) 

 
u(k)    P                             Xc (m) 

 
 
 
 
P3  

DST-II (N/2) 
 

X(k)  v(n) 
 

   

DCT-II (N) P1 P2 
 

 

 
  

DCT-II (N/2) 
even 

 

   
 

u(k) P  Xc (m) 
 

  DCT-IV (N/2) 
odd  

   
 

 
Fig. 8. Decomposition of N-point DCT-IV. 

 
  k N / 21 (2k 1)(2m'1)   

Xc(2m'1)   g(k)  cos( ) 
 

2N  

  k 0  
 

     

For m'  0,1.....N / 2 1  (13) 
  

where g(k) =(u(k)-u(N-1-k))cosA and h(k)=(u(k)+u(N-1-
k))sinA  
(13) represents a N/2-point DCT-II for even part and N/2-

point DCT-IV for odd part, as shown in Fig. 7. Based on (13), 
this means the transform can be expressed as  
X 

IV (m)  X IV (2m'1)  X II (2m')  

N N / 2 N / 2  

       
As a result, 2N-point MDCT transform can be decomposed into 

two N/2-point terms, where one is by DCT-II and the other is by 

DCT-IV. Then DCT-IV can be recursively decomposed into half-

point one. The decomposition flow is shown as Fig. 8. 
 
3.3  QMF using DCT-II and DCT-III 
 

Implementation on DCT-II or DCT-III is easier than the 
original QMF form. Thus we try to interpret an efficient 
method to modify QMF into DCT-II or DCT-III. 
 
A.  PQMF (Analysis) 
 
First, let (14) be defined as 
 

63      
 

    

X (k )  u' (n) cos  n(2k 1)    

64 
  

n0     
 

for k=0,1,…,31   ; n=0,1,…,63 (14) 
  

Then the relationship between u’(n) in (14) and u(n) in (3) 
is derived.  
Let j=n-16, then (3) is rewritten as 

47     
  

X (k)   u( j 16) cos  j(2k 1)  
64 

 

j 16   
 

 

 
Fig. 10. General decomposed matrix flow of PQMF (synthesis). 

 
1      47         

       

j(2k  
 

  u( j 16) cos j(2k 1)  u( j 16) cos 1)  
 

j16 64     j0  64     
 

            (15) 
 

Substituting m=j+64 into the above, it yields      
 

63       47      
X (k)  u(m     

 u( j    

48) cos   (m  64)(2k 1) 16) cos  j(2k 1) 
 

m48  64    j0  64   
 

63       47       
      

j(2k   

 (u(m  48)) cos 
64 

m(2k 1)  u( j 16) cos 
64 

1) 
 

m48     j 0     
 

            (16) 
  

Combining (14) and (16), the relationship can be described 
as (17), which stands for P1 in Fig. 9. 

 u(n 16)    n  0,1,...,47  
 

u'(n)     
n  48,49,...,63 

 
 

 u(n  48)     
 

  for   (17)      
 

Second, let (18) be defined as 32-point DCT-III  
 

31       
 

    
 

X (k )  u' ' (n) cos 
64 

n(2k 1)  
 

n0      
 

for k=0,1,…,31 ;n=0,1,…,31  (18) 
  

Then the relationship between u’(n) in (17) and u’’(n) in (18) 
can be derived as:  
 

      
  31  

       
  

 

X (k )  u'(0) cos 0(2k 1)    
u' (n) cos n(2k  1)  

 

          
 

 

64 
      

64 
     

 

       n1         
 

           63         
  

u'(32) cos 32(2k 1)  u'(n) cos  
n(2k 1)  

      

                 
 

    64      n33   64     
 

31         31           
               

 u' (0)  u' (n) cos   n(2k 1)  u' (64  n) cos   (64  n)(2k 1) 
 

n1   64      n1    64     
 

31        31         

              

u' (0)  u' (n) cos   

n(2k 1)  u' (64  n) cos   

n(2k 1)  

     

n 1   64     
n1   64    

 

31                    
 

                  

 u' (0)  (u' (n)  u' (64  n)) cos 
64 

n(2k 1)        
 

n1                  (19)  
                       
Combining (18) and (19), the relationship can be described 
as fallowing, which stands for P2 in Fig. 9. 

 u' (0)  n  0  
 

u"(n)    

n 1,2,...,31 
 

 

u' (n)  u' (64  n)  for (20) 
  

Combining (17) and (20), the relationship can be described 
as (21), which stands for P3 in Fig. 9. 
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Table III: Decompositions of different filterbanks 

 

FilterbankMDCT (AAC) MDCT MDCT 
SQMF  

(AC-3) (MP3)  

  
 

    
 

 DCT-   
 

 
 
 
 
 

Z 
-1 

 

 
 

Decomposition 
DCT-II(512)+ II(128) DCT- 

DCT-II(64)  

type II(9)+  

 +  
 

    
 

 
DCT-IV(512) DCT- DCT-  

 

 IV(128) IV(9)  
 

   
 

     
 

Filterbank    PQMF(Analysis) 
PQMF 

AQMF 
SQMF 

 

(Synthesis) (Downsampled) 
 

     
 

Decomposition 
DCT-III(32) DCT- DCT- 

DCT-II(32)  

type II(32) III(32)  

  
 

 
- 

1  
A -1 

 

Z   
  

uk   
 
 

(a) 

 
 
 

 

 Xc(m) 
 
B 

 
 
 

 Controller  
 

 DCTII  
 

Reorder 
 Output 

 

 
Buffer  

 DCTIII or  

  
 

 DCTIV  
 

 

 

DATA Line        Control Line 
 

Fig. 11. Block diagram of the proposed method for various filterbanks. 
 
  u(16)    n  0  

 

 

        

    

 n)    
 

 u' ' (n)  u(n 16)  u(80  n 1,2,...,16  
 

        
 

      n)    
 

 u(n 16)  u(16  

n 17,...,31   

      for (21)         
 

B. PQMF (Synthesis)       
 

First, let (22) be defined as      
 

 31        
 

       

 v'(n)  X (k) cos 
64 

(n)(2k 1)   
 

 k 0       
 

for k=0,1,…,31 ;n=0,1,…,63   (22) 
  

Then, the relationship between v’(n) in (22) and v(n) in (4) is 
derived. Therefore, (23) stands for P1in Fig. 10 as following:  

 v'(n 16)    n  0,1,...,15  
 

v(n)       
 

 v'(n 16)   n 16,17,...,63  
 

  for  (23)     
 

Second, let (24) be defined as 32-point DCT-II  
 

31      
 

    

v''(n)  X (k) cos 
64 

(n)(2k 1)  
 

k 0     
 

for k=0,1,…,31   ; n=0,1,…,31 (24) 
  

Then the relationship between v’’(n) in (24) and v’(n) in (22) 
is derived.  
For n=0, 1,…, 31, v’’(n)=v’(n). For n=32, v’’(n)=0. And 
for n=32,33….,63 

  
uk           Xc(m)  

 

            

          sel  
 

     -1    
0 1  

 

     Z     
 

           
 

         G H  
 

     sel   sel    
 

   0 1  0 1    
 

  
C D -1 

E  
F DCT-IV, sel=0  

 

  Z  

DCT-III, sel=1 
 

 

          

          
 

      (b)      
 

 Fig. 12 The proposed architecture for (a) DCT-II,  
 

    (b) DCT-III and DCT-IV.    
 

31      31       
      

(64  n)(2k 1)  

v'(n)  X (k) cos 
64 

(n)(2k 1) X (k) cos  
 

k 0     k 0  64   
  

Therefore, (25) stands for P2 in Fig. 10.  
 v''(n)  

n  0,1,...,31  
 

    
 

0 
    

v'(n)   n  32  
 

     

 v''(64  n)  n  33,34,...,63 
 

 

 for (25)    

    

Combining (23) and (24), it yields the direct relationship as: 
 v''(n 16)  n  0,1,...,15  

 

    

 
0    

n  16  
 

     
 

v(n)  
 v''(64  n)  n  17,18...,47  

 

   
 

      
 

  v''(n  64)  n  48,49,..,63  
 

 for (26)       

     
  

As a result, (26) stands for P3 in Fig. 10. PQMF 

(Analysis/Synthesis) is decomposed into the input permutation 

and a 32-point DCT-III/DCT-II. In [15], AQMF is decomposed 

into an input permutation and a 32-point DCT-III. The 64-channel 

SQMF is decomposed into a 64-point DCT-II and an output 

permutation, and the downsampled 32-channel SQMF is 

decomposed into a 32-point DCT-II and an output permutation. 
 

IV. PERFORMANCE AND COMPLEXITY 
 
4.1  Performance and Complexity Evaluation 
 

The decomposed components for each filterbank are listed in 

Table III. Referring to the performance, it can be estimated by 

computational arithmetic operations, including the number of 

multiplications and additions operations. It is known that the 
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   Table IV: Evaluation on arithmetic operation    
 

         
 

 Filterbank Operator Original  Proposed  Improved  
 

          

    Fast DCT Permutation Total (Proposed/Original)  
 

         
 

          

 MDCT - AAC Mult 8388608 5120 0 5120 0.50%  
 

          

 (N=2048) Add 8384512 13313 2048 15361 0.80%  
 

         
 

 MDCT - AC-3 Mult 524288 1024 0 1024 2%  
 

          

 (N=512) Add 523264 2561 512 3073 3%  
 

          

 MDCT-MP3 Mult 2592 45 0 45 3%  
 

 

(N=36) 
        

 Add 2556 42 36 78 4%  
 

    

 PQMF –Analysis Mult 2048 160 0 160 3.90%  
 

         

 (N=64) Add 2016 160 31 191 11.90%  
 

    

         
 

 PQMF –Synthesis Mult 2048 80 0 80 4%  
 

         

 (N=64) Add 1984 209 15 224 11%  
 

    

         
 

 AQMF [15] Mult 2048 160 0 160 3.90%  
 

         

 (N=64) Add 2016 160 31 191 11.90%  
 

    

          

 SQMF [15] Mult 8192 192 0 192 2.30%  
 

         

 (N=64) Add 8064 513 31 544 6.70%  
 

    

         
 

 SQMF-Downsampled [15] Mult 2048 80 0 80 3.90%  
 

         

 (N=64) 
Add 1984 209 15 224 11.30% 

 
 

   
 

 
fast algorithm for N-point DCT-IV requires 3N multiplications 
and 2N additions, and N-point DCT-II requires 2N 
multiplications and 2N+4 additions based on the second order 
shift property [21]. The proposed structure can be decomposed 
into two N/2-point DCT-II and DCT-IV. Then N/2-point 

DCT-IV can be recursively decomposed to half-point one. Our 
analysis for the total arithmetic operators consists of DCT-IV 
and permutation matrix. The result is shown in Table IV. As 
the expectation, the overhead on permutation is just only few 

additions, and do not induce any multiplications. Investigation 
on these AAC-based algorithms, the computational 
complexity can be reduced more than 96% with respect to the 
original one on multiplications and additions.  

Table IV also shows the result for QMF. We successfully 
derive QMF into conventional DCT-II or DCT-III. There are 
many fast algorithms for N-point DCT-II and DCT-III where 
N = 2M and M > 0 [22] [23]. The results show that the 
permutation requires only zero multiplication and little 
additions. For QMF-based algorithms, the computational 
complexity can be reduced about 90% with respect to the 
original multiplications and additions. 
 
4.2  Architecture and VLSI Design 

 
Based on the decomposed components for each filterbank in 

Table III, three important modules are used including DCT-II, 
DCT-III, and DCT-IV. DCT-based architectures are 
established in some previous literature [24]-[26]. We design a 
unified architecture as illustrated in Fig. 11. The reorder 

module performs the permutation used in MDCT and QMF 
method. DCT-II is commonly applied for all filterbanks. DCT-
III and IV is selected and used for QMF and MDCT 
respectively. Furthermore we propose a fixed-coefficient 

recursive structure for DCT-II shown in Fig. 12(a). It is 
designed as a recursive structure to save the hardware cost. 
Only two multipliers and three adders are needed. In Fig. 
12(b) we present the architecture for DCT-III and DCT-IV. It 
is composed with three multipliers and three adders, and with 

some configuration on coefficients to implement DCT-III and 
DCT-IV. The parameters are list as in Table V. 
 
Table VI lists the hardware cost and the comparison with other 
designs. In [27], [28], [29] and [30], those designs only 
perform MDCT and IMDCT. The proposed can achieve 
various kinds of filterbanks to cover most of the audio coding 
codecs. Table VII shows the chip summary of the proposed 
method. It is synthesis by TSMC 90nm process. As a cost-
effective design, it consumes about 21K gates with power 
consumption of 55 mW. 
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Table V: The parameters used in proposed architecture 

 
Parameter Sel       Formula       

 

A - 
     

2 cos( 4k )      
 

      

N 
      

 

                   

                    
 

      k 
1 

      
4k   

 

B -  
((1) 2 )  2  cos( )  

 

        

      

N 
 

 

                   
 

           (K  1 )    
 

C 0 
             

 

  2  cos(    2  )   
 

      

N 
    

 

                   
 

C 1 
   

2  cos(  
)     

 

         
 

           

2N 
      

                  
 

D 0          1         
 

D 1          1        
 

     
2    1        

1    
 

E 0 (1) k  (  
) 2 sin((k  )( ))  

     
      

 

N 
 

2 2N  

                 
 

E 1          1         
 

 
 

V. CONCLUSION 
 

This paper aims to reduce the computation-intensity 
functions such as MDCT, PQMF, AQMF, and SQMF in 

different audio standards. We have accomplished the original 

forms on MDCT and QMF-based filterbank to a general form. 
For MDCT-based method, we modify it to DCT-IV with 

windows cascade, and then derive to half-point DCT-II and 

DCT-IV. For QMF-based method, our main concept is to 
transform the computation-intensive matrix operations in 

QMF into conventional DCT, since implementation on DCT-
II or DCT-III is easy and highly referred with fast algorithms. 

Obviously, we have accomplished the marvelous reduction on 

computation complexity. More than 96% computation 
complexity for MDCT-based methods and more than 90% for 

QMF-based methods are reduced. Additional achievements 

are also revealed. First, we derive these various filterbanks 
into general DCT forms to achieve high compatibility. 

Second, in most recent perceptual audio coders, higher 
compression ratio has been made possible by increasing 

frequency resolution of the sub-band signals. Our method is 

independent of it especially it can be recursively decomposed.  
Furthermore we proposed a unified architecture which 

can be applied to many kinds of filterbanks with low 
complexity and fast computation. The proposed architecture is 
feasible for very large scale integration architecture and 
integrated into modern audio codec systems. 
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