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Abstract -- Context based image retrieval is useful 

to effectively retrieve images based on its context 

from the massive collection available on the web. 

Content based image retrieval system is effective 

only to recognize and retrieve specific objects. It 

fails when the image has multiple objects and the 

objects are cluttered. In this work an algorithm has 

been proposed which facilitates the search based on 

the context,”arrangement of an object with respect 

to other objects” in a given image. Image 

containing the objects with its context is chosen as 

input, images which have the chosen object with 

the similar context have been retrieved from the 

dataset. Supervised segmentation and labelling of 

an image has been done. Features such as 

Histogram Orientation of Gradients (HOG), Scale 

Invariant Feature Transform (SIFT), 1-D signature, 

Gray Level Co-occurrence Matrix (GLCM) texture 

properties, Statistical properties (mean, standard 

deviation), Speeded Up Robust Features (SURF) 

and Colour Histogram are extracted from the 

image. Given a training set of images, context is 

learnt using the minimum distance classifier based 

on the extracted features. Study of this algorithm 

on the Kitchen Scene in the Scene UNderstanding 

(SUN 09) data set has been done. Image retrieval is 

done based on all the set of features extracted from 

the images. Context based image retrieval system 

has been widely used in object recognition, person 

identification within the context of personal photo 

collection and image annotation. 

Key words – Context based image retrieval, image 

retrieval, context, minimum distance classifier, 

visual features. 
1. INTRODUCTION 

With advances in the Internet and new 

digital image sensor technologies, the volume of 

digital images produced by scientific, educational, 

medical, industrial, and other applications available 

to users has increased dramatically [1]. The 

difficulties faced by text-based retrieval became 

more and more severe [2]. The efficient 

management of the rapidly escalating visual 

information became an important problem. Content 

based image retrieval (CBIR) uses the visual 

contents of an image such as color, shape, texture, 

and spatial layout to represent and index the image. 

While content based image retrieval is generally 

effective, it may not achieve a reliable search result 

in cases where the visual information extracted 

from the small object region are unable to reliably 

reveal the search intent of the user. In [15] this 

uncertainty has been handled by taking into 

account the fact that objects in real-life images 

hardly occur in isolation. So the visual information 

outside the region of interest can be seen as the 

context in which region of interest (ROI) is 

specified as a search query. 

This work proposes a Context-based 

image retrieval model that effectively employs the 

visual context information together with the ROI. 

In typical context-based image retrieval systems, 

the context (visual contents) of the images in the 

database are extracted and described by 

multidimensional feature vectors. In [1] feature 

database is constructed from the feature vectors of 

the images in the database. In [3] to retrieve 

images, users provide the retrieval system with the 

query image that contains object with its context or 

sketched figures. These examples are then 

represented as a feature vector by the system. The 

similarities between the feature vectors of the query 

example or sketch and those of the images in the 

database are then calculated and retrieval is 

performed. Recent retrieval systems have 

integrated users' relevance feedback to modify the 

retrieval process in order to generate perceptually 

and semantically more meaningful retrieval results. 

Figure 1 shows the system diagram of context 

based image retrieval system.                                    

 

 

 

 

 

 

 

 

 
 

 

Figure 1 Image Retrieval system 
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computer vision domain. Context of an object may 

be learnt from the visual content of the image or 

from the text description (Global Positioning 

System [GPS] information, date and time 

information of an image) of an image.  

 
2. Background Study 

 

In the task of visual object categorization, 

semantic context can play very important role of 

reducing ambiguity in objects visual appearance. In 

[4] for  object categorization, objects category 

labels has been assigned with respect to other 

objects in the scene, assuming  there is more than 

one object present. Semantic object context has 

been incorporated as a post-processing step into 

any off-the-shelf object categorization model. 

Conditional random field (CRF) framework has 

been used to maximize object label agreement 

according to contextual relevance. Results have 

revealed that incorporating context into object 

categorization greatly improves categorization 

accuracy. 

 Identifying people in photos is an 

important need for users of photo management 

systems. In [6] MediAssist has been used, which 

facilitates browsing, searching and semi-automatic 

annotation of personal photos, using analysis of 

both image content and the context in which the 

photo has been captured. This semiautomatic 

annotation includes annotation of the identity of 

people in photos. In this work, person identification 

techniques based on a combination of context and 

content has been used. Language modelling and 

nearest neighbour approaches to context-based 

person identification was proposed, in addition to 

novel face colour and image colour content-based 

features (used along with face recognition and body 

patch features).A comprehensive empirical study of 

these techniques using the real private photo 

collections of a number of users have been 

conducted, and the result showed that combining 

context- and content-based analysis improves 

performance over content or context alone. Most 

image annotation systems consider a single photo 

at a time and label photos individually. In [7] the 

authors focused on collections of personal photos 

and utilize the contextual information naturally 

implied by the associated GPS and time metadata. 

First a constrained clustering method has been 

employed to partition a photo collection into event-

based sub collections, considering that the GPS 

records may be partly missing. They then use 

conditional random field (CRF) models to exploit 

the correlation between photos based on 1) time-

location constraint and 2) the relationship between 

collection-level annotation and image-level 

annotation. With the introduction of such a 

multilevel annotation hierarchy, they have 

addressed the problem of annotating consumer 

photo collections that requires a more hierarchical 

description of the customers’ activities than do the 

simpler image annotation tasks.  

Conventional approaches of image 

indexing and retrieval from digital libraries include 

content-based, metadata-based, and keyword-based 

approaches. In [8] the authors addressed a different 

way of image retrieval motivated by real-life 

applications for an intelligent system that can 

automatically select appropriate background 

images from textual passages. A technique for 

developing automatic image-retrieval systems 

based on essential contextual information of a 

textual passage was explored. A framework that 

applies semantic role labelling techniques and a 

commonsense knowledge base, ConceptNet was 

proposed. The primitive results indicate that the 

proposed methodology has a potential on 

applications with textual passages that describe 

things and events that are regularly seen in 

everyday life. 

In [5] the authors have described the 

issues in a model based on relevance feedback for 

retrieval, which is based on the Rocchio’s 

algorithm. In this the user issues a (short, simple) 

query. The system returns an initial set of retrieval 

results. The user marks some returned documents 

as relevant or irrelevant. The system computes a 

better representation of the information need based 

on the user feedback. The system displays a revised 

set of retrieval results. Relevance feedback can go 

through one or more iterations of this sort. 

Features extracted for image retrieval 

includes SIFT, SURF, 1-D signature, GLCM 

texture feature, colour histogram and statistical 

features (mean, standard deviation). SIFT 

algorithm [10] takes an image and transforms it 

into a collection of local feature vectors. Each of 

these feature vectors is supposed to be distinctive 

and invariant to any scaling, rotation or translation 

of the image. SIFT can robustly identify objects 

even among clutter and under partial occlusion, 

because the SIFT feature descriptor is invariant to 

uniform scaling, orientation, and partially invariant 

to affine distortion and illumination changes.  

In [11] The Speeded-Up Robust Features 

algorithm, scale and rotation invariant interest point 

detector and descriptor which are computationally 

very fast is discussed.1-D Signature [17] is a 1-D 

representation of a 2-D object boundary. One of the 

simplest is to plot the distance from the centroid to 

the boundary as a function of angle. Feature vector 

includes the fourier transform of this 1-d 

representation. The shape of the object is best 

represented by this feature. GLCM [18] is a 

tabulation of how often different combinations of 

pixel grey levels co-occur in an image. GLCM has 

been used for second order texture calculations. 

Second order measures consider the relationship 

between groups of two (usually neighbouring) 

http://en.wikipedia.org/wiki/Scaling_%28geometry%29
http://en.wikipedia.org/wiki/Orientation_%28geometry%29
http://en.wikipedia.org/wiki/Affine_transformation
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pixels in the original image. The features extracted 

using GLCM are Contrast, Energy, Correlation and 

Homogeneity. 

Colour histogram is supplemented with 

other features in the literature for image retrieval to 

increase the efficiency and recall rate of the 

algorithm. Feature vector comprises of 64 bin 

colour histogram calculated from the given RGB 

image.  
3. Proposed Method 

The proposed algorithm aims at retrieving 

images from the database based on the context in 

the given query image. Supervised segmentation 

and labelling of an image has been done to identify 

the objects in the image. Given a set of images for 

training, learning has been done based on the 

minimum distance classifier. Features that have 

been considered for classification and image 

retrieval are 

    1. Scale Invariant Feature Transform (SIFT) 

    2. Histogram of Oriented Gradients (HOG).  

    3. Speeded Up Robust Features (SURF) 

    4. Color Histogram 

    5. Statistical features (mean, standard deviation) 

    6. Gray Level Co-occurrence Matrix (GLCM) 

     7. 1-D signature 

 This proposed algorithm has two major 

steps a. Object Recognition b. Image Retrieval. 

Object Recognition is done by using the minimum 

distance classifier which has i) Training Phase ii) 

Testing Phase.  

3.1 Object Recognition  

A. Training Phase 

In the proposed work training has been 

done using minimum distance classifier by using 

all the features.The steps involved are given in the 

Figure 2. 

 

  

      

                   
Figure 2 Steps of Training phase 

B. Minimum Distance Classifier 

The minimum distance classifier [13] is 

used to classify unknown image data to classes 

which minimize the distance between the image 

data and the class in multi-feature space.The 

Minimum Distance algorithm is a supervised 

classification method which first analyses the 

training data and calculates a mean vector for each 

prototype class, described by the class or cluster 

centre coordinates in feature space. The Minimum 

distance algorithm then determines the absolute 

distance from each unclassified feature to the mean 

vector for each prototype class and assigns that 

feature to the closest class. Features are assigned to 

different classes based on their closeness to the 

class mean vectors i.e. 

 

                   

                   

 

 

Where,  

d(xi,xj)=
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fj(x) - Feature of unknown object j 

              fj(i) - Feature of known i
th

  object 

             n    - Number of Features 

All the required parameters for 

classification are learnt during training 

phase. 

C. Testing Phase 

 In the testing phase, an image is given as 

an input. Once the features are extracted, minimum 

distance classifier has been applied and the 

classification is done. Based on the class to which 

the identified context has maximum probability, the 

corresponding class has been assigned for the 

image. The steps involved in the Testing phase are 

as shown in Figure 3. 

 

 

                  

  
Figure 3 Steps of Testing phase 

 

3.2 Image Retrieval 

 Scene image is given as an input with the 

object of interest marked in it. Objects are selected 

by marking the top left and bottom right corner on 

each of the object. Supervised segmentation of the 

object is done. Classification of the object has been 

done using the proposed algorithm. Images in the 

database, which contain the selected objects, have 

been ranked based on the similarity between the 

objects in the query image. Top-k images from the 

dataset which has the chosen objects have been 

retrieved from the database. 

 

                                        

 
 

 

 

 

 

 
Figure 4 Image Retrieval 

4. Dataset 

The dataset used in this work is SUN 

(Scene UNderstanding) 09 dataset containing 908 

Scene categories (from Abbay to Zoo) which 

contains 3819 Object categories. Proposed 

algorithm is experimented on Kitchen Scene with 5 

Object categories consisting of 100 images of 

kitchen scene from Scene UNderstanding (SUN 

09). For training a classifier 16 images from each 

object category (16*5=80) and for testing 25 
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images from different class have been considered. 

Context between the objects has been learnt using 

the features. Objects that have been considered for 

classification are Microwave oven, Mug, Shelf, 

Stove and Tap.  

5. Results and Discussion 

Images in the database have been trained 

for five different object categories Microwave 

oven, Mug, Shelf, Stove and Tap. During testing a 

kitchen scene image is taken and a supervised 

segmentation has been done, then object 

classification is done using the minimum distance 

classifier by using the features SIFT, HOG, SURF, 

Color Histogram, GLCM, 1-D Signature, mean and 

standard deviation.  

5.1 Object Recognition 

Object classification using high level 

features (SIFT, SURF, HOG, Color Histogram), 

texture features (GLCM) and 1-D Signature is 

given as a confusion matrix in Table 1,2,3,4,5 and 

6. From the confusion matrix shown in Table 1 it is 

understood that misclassification rate for Mug, 

Shelf, Tap and Stove is 20% and for Microwave 

oven it is 0% by using 1-D Signature. The 

estimated misclassification rate for Microwave 

oven, Mug, Shelf, Tap and Stove is 20% by using 

the different combination of high level features 

SIFT, SURF,1-D signature, colour histogram and 

HOG feature is shown in table 2,3,4 and 5. The 

estimated misclassification rate using all the 

features is depicted in table 6 and it is 20% for 

Microwave oven, Mug and Stove and 0% for 

Microwave oven and Mug. 

 

 

 

 

Table 1-Confusion matrix using the feature 1-D Signature 

1-D Signature  

  

Microwave 

oven Mug Shelf Tap Stove 

Microwave 

oven 100 0 0 0 0 

Mug 0 80 0 0 20 

Shelf 0 0 80 0 20 

Tap 20 0 0 80 0 

Stove 0 0 20 0 80 

Table 2-Confusion matrix using SIFT and HOG features 

HOG and SIFT features 

  

Microwave 

oven Mug Shelf Tap Stove 

Microwave 

oven 80 0 20 0 0 

Mug 0 80 0 20 0 

Shelf 20 0 80 0 0 

Tap 20 0 0 80 0 

Stove 0 0 20 0 80 

Table 3-Confusion matrix using SIFT, HOG and SURF features 

HOG,SIFT and SURF features 

  

Microwave 

oven Mug Shelf Tap Stove 

Microwave 

oven 80 0 20 0 0 

Mug 0 80 0 20 0 

Shelf 20 0 80 0 0 

Tap 20 0 0 80 0 

Stove 0 0 20 0 80 

Table 4-Confusion matrix using SIFT, HOG, SURF and Colour Histogram 

HOG, SIFT, SURF, Colour Histogram features 

  Microwave Mug Shelf Tap Stove 
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oven 

Microwave 

oven 80 0 20 0 0 

Mug 0 80 0 20 0 

Shelf 20 0 80 0 0 

Tap 20 0 0 80 0 

Stove 0 0 20 0 80 

Table 5-Confusion matrix using SIFT, HOG, SURF, Colour Histogram and 1-D Signature 

HOG,SIFT,SURF,Color Histogran,1-D Signature  

  

Microwave 

oven Mug Shelf Tap Stove 

Microwave 

oven 80 0 20 0 0 

Mug 0 80 0 20 0 

Shelf 20 0 80 0 0 

Tap 20 0 0 80 0 

Stove 0 0 20 0 80 

 

Table 6- Confusion matrix using SIFT, HOG, SURF, Colour Histogram, GLCM and 1-D Signature 

HOG,SIFT,SURF,Colour Histogram ,1-D Signature 

and GLCM 

  

Microwave 

oven Mug Shelf Tap Stove 

Microwave 

oven 80 0 0 20 0 

Mug 0 80 20 0 0 

Shelf 0 0 100 0 0 

Tap 0 0 0 100 0 

Stove 0 0 0 20 80 

  

5.2 Context Based Image Retrieval 

         The classification results have improved 

when all the features are considered. Hence all the 

features are considered for image retrieval. Input 

image for the image retrieval algorithm is shown in 

Fig. 5 with object of interest marked in red colour 

region (object of interest are Shelf and Microwave 

oven).Top 3 output images is given in Fig 6.a, Fig 

6.b and Fig 6.c  which contains the similar objects 

that are all marked in the query image. It is 

observed that the shape descriptive feature is 

important for image retrieval.
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Figure 5 Image Retrieval- Sample Input Image (chosen objects are highlighted in a red colour region) 

 
Figure 6.a 

 
Figure 6.b 
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Figure 6.c 

Figure 6.a,6.b,6.c Image Retrieval - Top 3 Output Images containing the object or interest 

6. CONCLUSION 

              A technique for context based image 

retrieval system has been proposed in this work. 
Supervised segmentation and labelling of images is 

done. Context has been generated based on the 

similarity between the features learnt by using 

Minimum distance classifier. During testing, query 

image has been considered and the GLCM texture 

feature, Histogram Orientation of Gradients 

(HOG), Scale Invariant Feature Transform (SIFT), 

1D signature, Gray Level Co-occurrence Matrix 

(GLCM) texture properties, Statistical 

properties(mean, standard deviation), Speeded Up 

Robust Features (SURF) and Colour Histogram 

features are extracted and then features are then 

compared for similarity with the classes. The class 

which gives better matching would be ranked and 

the top k images are retrieved corresponding to the 

class of the query.  

                  During testing 1D signature gives good 

classification result and when it is combined with 

the high level features and texture features 

classification results have improved. 

                 This work can be extended to include 

semantic context (co-occurrence of an object with 

other object) and spatial context (left, right, top and 

bottom). The above mentioned Context can be 

incorporated using Conditional Random Field 

framework.  
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