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#### Abstract

Association Rule (AR) mining is one of the most studied tasks in data mining community with focus on improving computational efficiency. The standard Particle Swarm Optimization (PSO) is an evolutionary algorithm originally developed to simulate the behavior of birds and successfully applied for mining association rules. The problem with Particle swarm optimization algorithm is its trapping into local optima. This result in premature convergence of the algorithm affecting the efficiency of the rules mined. To improve the performance of PSO and maintain diversity of particles, a dynamic neighborhood selection in PSO is proposed for mining ARs. Dynamic neighborhood selection in PSO introduces the concept of local best particle (lBest) replacing the particle best (pbest). The algorithm when tested generates association rules with better predictive accuracy.
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## I. Introduction

Data mining is extracting nontrivial, implicit, previously unknown and potential information from large databases. Association rules, Clustering and Classification are methods applied for extracting information from databases. Association rule mining is the most widely applied method. Association rule mining to find interesting patterns or relation among data in large databases.

The Apriori algorithm is the most standard method for mining association rules. The efficiency and accuracy of the system mainly relies on the two parameters: the minimum support and minimum confidence. The methodology involves traversing the dataset many times, increasing the computational complexity and Input/output overhead. Traditional rule generation methods, are usually accurate, but have brittle operations. Evolutionary algorithms on the other hand provide a robust and efficient approach to explore large search space.

Evolutionary Algorithms (EAs) inspired by Darwinian's theory of biological evolution and natural selection have been popular search algorithm over recent years and inspired many research efforts for optimization as well as rule generation [7,8]. Particle Swarm optimization is an evolutionary computational technology proposed in 1995 by Kennedy and Eberhart where individuals interact with one another while learning from their own experience. The control parameters of PSO have significant effect on the performance of the algorithm.

The balance between exploration and exploitation in PSO is the main issue when applied for solving complex problem. To maintain the diversity of the particles and enhance the performance of the PSO, the concept of adapting the local best particle from the neighborhood is proposed for mining association rules. The proposed work is to review the PSO for mining association rules with dynamic neighborhood selection.

The remaining of the paper is organized as follows. Section 2 briefly presents the general background. The proposed method is explained in Section 3, while the computational results of the methodology on three datasets from UCI repository is presented in section 4 . The concluding remarks are made in section 5.

## II. Literature Review

This section presents the general background of association rule mining and particle swarm optimization, followed by related works on this subject.

## A. Association Rule

Association rule mining [9] is the most broadly discussed area in data mining. The idea of mining association rules originates from the analysis of data from a market basket. A person buying goods x 1 and x 2 could also buy another product with probability c\%. Association rules express how important products or services relate to each other, and immediately suggest particular actions. Association rules are used in mining categorical data - items.

In general, the association rule [10] is an expression of the form $\mathrm{X}=>\mathrm{Y}$, where X is antecedent and Y is consequent. Association rule shows how many times Y has occurred if X has already occurred depending on the support and confidence value. Each association rule has two quality measurements, support and confidence, defined as follows:
Support: The support indicates how often the rule holds in a set of data. This is a relative measure determined by dividing the number of data that the rule covers, i.e., total number of data that support the rule, by the total number of data in the
set. It is the probability of item or item sets in the given transactional data base:
$\sup (x)=\frac{\text { No.of transactions containing } X}{\text { Total No.oftransactions }}$
where n is the total number of transactions in the database and $n(X)$ is the number of transactions that contains the item set $X$.

Confidence: The confidence for a given rule is a measure of how often the consequent is true, given that the antecedent is true. If the consequent is false while the antecedent is true, then the rule is also false. If the antecedent is not matched by a given data item, then this item does not contribute to the determination of the confidence of the rule. It is conditional probability, for an association rule $\mathrm{X} \rightarrow \mathrm{Y}$ and defined as
$\operatorname{conf}(X \rightarrow Y)=\frac{\sup (X \cup Y)}{\sup (X)}$
Mining association rules can be broken down into the following two sub-problems[11]:

- Generating all itemsets that have support greater than, or equal to, the user specified minimal support. That is, generating all large itemsets
- Generating all the rules that have minimum confidence


## B. Particle Swarm Optimization

Particle Swarm Optimization is an innovative intelligent paradigm for solving optimization problems that incorporates swarming behaviors observed in flocks of birds, schools of fish, or swarms of bees, and even human social behavior, from which the idea is emerged $[12,13]$. As an algorithm, the main strength of PSO is its fast convergence, which compares favorably with many global optimization algorithms like Genetic Algorithms.

PSO is initialized with a group of random particles (solutions) and then searches for optima by updating generations. In every iteration, each particle is updated by following two "best" values. The first one is the best solution (fitness) it has achieved so far. This value is called pbest. Another "best" value that is tracked by the particle swarm optimizer is the best value, obtained so far by any particle in the population. This best value is a global best and called gBest.
PSO has been introduced for classification rules mining in [14]. However it cannot cope directly with nominal attributes, that nominal values are converted into binary numbers in a preprocessing phase.

After finding the two best values, the velocity and position of each particle is updated with equations (3) and (4), as follows [15]:
$v_{i d}^{\text {new }}=v_{i d}^{\text {old }}+{ }_{c_{1}} \operatorname{rand}()\left(\right.$ pbest $\left.-x_{i d}\right)+$ $c_{2} \operatorname{rand}()\left(\right.$ gbest $\left.-x_{i d}\right)$
$x_{i d}^{\text {new }}=x_{i d}^{\text {old }}+v_{i d}^{\text {new }}$
Where
$v_{\mathrm{id}} \quad$ is the particle velocity of the idth particle;
$\mathrm{x}_{\mathrm{id}} \quad$ is the idth, or current, particle;
i is the particle's number;
$\mathrm{d} \quad$ is the dimension of searching space.
rand () is a random number in $(0,1)$;
$\mathrm{c}_{1} \quad$ is the individual factor;
$\mathrm{c}_{2} \quad$ is the societal factor;
pbest is the particle best;
gBest is the global best.
Usually c 1 and c 2 are set to be 2 [16].
All particles have fitness values calculated by the fitness function. Particles velocities on each dimension are clamped to a maximum velocity $\mathrm{V}_{\text {max }}$. If the sum of accelerations causes the velocity on that dimension to exceed $\mathrm{V}_{\text {max }}$, which is a parameter specified by the user, then the velocity on that dimension is limited to $\mathrm{V}_{\text {max }}$. This method is called $\mathrm{V}_{\text {max }}$ method [16]. Constriction factor [18] is mainly based on the individual factor $c_{1}$ and societal factor $c_{2}$ balances the effect of exploration and exploitation in velocity update function.

The outline of basic particle swarm optimizer is as follows
Step1. Initialize the population - locations and velocities
Step 2. Evaluate the fitness of the individual particle (pBest)
Step 3. Keep track of the individuals highest fitness (gBest)
Step 4. Modify velocities based on pBest and gBest position
Step 5. Update the particles position
Step 6. Terminate if the condition is met
Step 7. Go to Step 2

## C. Related Works

PSO is a population-based, stochastic optimization algorithm based on the idea of a swarm moving over a given landscape. The algorithm adaptively updates the velocities and positions of the members of the swarm by learning from the good experiences.

The velocity update equation plays a major role in enhancing the performance of the PSO. To balance the global search and local search inertia weight (w) was introduced. It can be a positive constant or even a positive linear or nonlinear function of time [17]. In Gregarious PSO the social knowledge of the particle is used for discovery in the search space. If particles are trapped in the local optimum, a stochastic velocity vector thereby self sets the parameters [18]. In Dynamic neighborhood PSO [19] instead of using the current GBest, another parameter Nbest is utilized. This term is the
best particle among the current particle's neighbors in a specified neighborhood.

The fixing up of the best position [1] for particles after velocity updation by using Euclidean distance helps in generating the best particles. The chaotic operator based on Zaslavskii maps when used in velocity update equation [2] proved to enhance the efficiency of the method. The soft adaptive particle swarm optimization algorithm [3] exploits the self adaptation in improving the ability of PSO to overcome optimization problems with high dimensionality. The particle swarm optimization with self adaptive learning [4] aims in providing the user a tool for various optimization problems.

The problem of getting struck at local optimum and hence premature convergence is overcome by self adaptive PSO [5] where the diversity of population is maintained. This copes up with the deception of multiple local optima and reduces computational complexity. An adaptive chaotic particle swarm optimization (cPSO) [6] enhances the global searching capability and local searching capability by introducing chaotic operators based on Logistic map and tent map. In addition novel adaptive search strategy which optimizes continuous parameters is employed.

## III. Methodology

Genetic algorithm has been the active research focus for mining association rules recently. The accuracy of the association rules mined using genetic algorithm has proved to be enhanced when compared with existing standard methods [22, 23, 24]. The drawback of the GA is that it does not assure constant optimization results. GAs have the tendency to converge towards local optima or even arbitrary points rather than the global optimum of the problem and genetic algorithms do not scale well with complexity. That is, where the number of elements which are exposed to mutation is large there is often an exponential increase in search space size.

Particle swarm optimization with its velocity update and position update activities instead of the mutation and crossover operators (reproduction) of genetic algorithm avoids the problem of inconsistency in optimization over runs and the complexity of the algorithm is also simplified. The particle best (pbest) and global best (gBest) values tends to avoid premature convergence during optimization.

The problem of deviation from optimal solution space (exploitation) and not reaching the optimal solution in roundabout way (exploration) are addressed via gBest and pbest values respectively in particle swarm optimization. The global best propagates information the fastest in the population dealing with exploration; while the local best using a ring structure speeds up the system balancing the exploration.

Particle swarm optimization when applied for mining association rules results in earlier convergence than genetic algorithms. So to avoid premature convergence and enhance the accuracy the neighborhood selection in PSO was introduced replacing the particle best concept by local best.

Based on the background presented in the above section, this section proposes an algorithm, which applies particle swarm optimization with dynamic neighborhood selection in generating association rules from database.

## A. Proposed Algorithm

The initial population is selected based on fitness value. The velocity and position of all the particles are set randomly. Based on the fitness function the importance of the particles is evaluated. The fitness function designed is based on support and confidence of the association rule. The objective of fitness function is maximization. The fitness function is shown in equation 5 .

$$
\operatorname{Fitness}(x)=\underset{1)}{\operatorname{conf}}(x) \times \log (\sup (x) \times \operatorname{length}(x)+
$$

Fitness (k) is the fitness value of association rule type k. conf (x) is the confidence of association rule type k. $\sup (x)$ is the actual support of association rule type k . When the support and confidence values are larger, then larger is the fitness value meaning that it is an important association rule.

The flowchart of the proposed algorithm is given in figure1.The particle with maximum fitness is selected as the 'gBest' particle. Each initial particle is considered as its 'lBest'. With velocity updation in each generation the gBest and IBest are updated. The neighborhood best (IBest) selection is as follows;

- Calculate the distance of the current particle from other particles by equation 6 .

$$
\begin{equation*}
\Delta x_{i}=\left|\left(x_{i}-x_{\text {gbest }}\right)\right| \tag{6}
\end{equation*}
$$

- Find the nearest m particles as the neighbor of the current particle based on distance calculated
- Choose the local optimum lBest among the neighborhood in terms of fitness values

The number of neighborhood particles m is set to 2 . Velocity and position updation of particles are based on equation 3 and 4. The velocity updation is restricted to maximum velocity $\mathrm{V}_{\text {max }}$ set by the user. The termination condition is set as fixed number of generations.


Fig 1. PSO algorithm for association rule mining with Dynamic Neighborhood Selection.

## B. Predictive Accuracy

Predictive accuracy measures the effectiveness of the rules mined. The mined rules must have high predictive accuracy.

Predictive accuracy $=\frac{|X \& Y|}{|X|}$
where $|\mathrm{X} \& \mathrm{Y}|$ is the number of records that satisfy both the antecedent X and consequent $\mathrm{Y},|\mathrm{X}|$ is the number of rules satisfying the antecedent X .

## C. Interestingness Measure

The process of discovering interesting and unexpected rules from large data sets is known as association rule mining. The interestingness of discovered association rules is an important and active area within data mining research. The measure of interestingness varies from application to application and from expert to expert. Each interestingness measure produces different results, and experts have different opinions of what constitutes a good rule. The interestingness measure for a rule is taken from relative confidence and is as follows:
interestingmess $(k)=\frac{\sup (x \cup y)-\sup (x) \sup \text { (ix })}{\sup (x)(1-\sup (y))}$
Where k is the rule, x the antecedent part of the rule and y the consequent part of the rule k .

## IV. Evaluation Results and Discussion

Three datasets from University of California Irvine Machine Learning Repository namely Car Evaluation, Haberman's Survival and Lenses are taken up for evaluating the PSO with dynamic neighborhood selection algorithm.

Car evaluation dataset contains 1728 instances of records with 6 attributes and the swarm size set was 700. The Haberman's Survival dataset contains 306 instances of records with 3 attributes and the swarm size set was 300 and the Lenses dataset contains 24 instances of records with 3 attributes and the swarm size set was 24 . The experiment was conducted on Microsoft windows XP platform using Java as the developing environment. Maximum number of iterations carried out was 50. The parameters set are given in table 1 .

Table 1. Initial values set for the control Parameters

| Parameter <br> Name | Value for <br> Lens | Value for <br> Car <br> Evaluation | Value for <br> Haberman's <br> Survival |
| :--- | :---: | :---: | :---: |
| Population Size | 15 | 300 | 100 |
| Initial Velocity | 0 | 0 | 0 |
| $\mathrm{C}_{1}$ | 2 | 2 | 2 |
| $\mathrm{C}_{2}$ | 2 | 2 | 2 |
| $\mathrm{~V}_{\max }$ | 1 | 1 | 1 |

The maximum accuracy achieved from repeated runs is recorded as the predictive accuracy for each case. The interestingness is calculated from the corresponding run.

The predictive accuracy achieved is compared with PSO and Self Adaptive Genetic Algorithm (SAGA) [21] for the same datasets. The highest predictive accuracy achieved for multiple runs is plotted in figure 2.


Figure 2. Predictive Accuracy Comparison for Dynamic Neighborhood selection in PSO

All three datasets produced enhanced results over SAGA and PSO methods. Both lenses and haberman's survival having less dataset shows marginal increase in accuracy, whereas car evaluation dataset for which the size and number of attributes is more the accuracy enhancement is noticeable.

The interestingness or relative confidence of the mined rule for the predictive accuracy is plotted in figure 2 is shown in table 2.

Table 2. Measure of Interestingness for Dynamic neighborhood selection PSO

| Dataset | Interestingness Value |
| :--- | :---: |
| Lens | 0.82 |
| Car Evaluation | 0.73 |
| Haberman's Survival | 0.8 |

The association rules mined with dynamic neighborhood selection PSO is with good interestingness measure indicating the importance of the mined rules.

Experts using evolutionary algorithms observe that the time complexity of particle swarm optimization is less when compared with genetic algorithm. Premature convergence may also result in reduced execution time. The scope of this work is to avoid premature convergence. The concept of local best based on neighborhood particles rather than individual particles focus on this.

The fixation of local best depends on search over neighborhood rather than individual particles best, increasing the search time and hence increase in execution time marginally. This is shown in figure 3 for all the three datasets in comparison with PSO.


Figure 3. Execution Time Comparison for Dynamic Neighborhood selection in PSO

(a)

(b)

(c)

Figure 4. Predictive Accuracy over Generation for a) Car Evaluation b) Lenses c) Haberman's Survival datasets

The predictive accuracy over generations recorded for the three datasets is shown in figure 4 . The predictive accuracy of lenses and car evaluation dataset are at optimum only at later generation whereas for haberman's survival dataset the optimal accuracy is achieved at earlier generations but better than PSO. The neighborhood selection in PSO extends the convergence rate avoiding premature convergence.

The dynamic neighborhood selection PSO mines association rules with better predictive accuracy when compared with PSO and SAGA with only marginal difference in execution time. The avoidance of premature convergence at local optimal points tends to enhance the results when compared with other methods.

The selection of local best particles based on neighbors (lBest) rather than particles own best (pbest) enhances the accuracy of the rules mined. The concept of local best (lBest) based on neighborhood selection in fitness space instead of other measures helps in maintaining the diversity of local points optimally, balancing between premature convergence and diversification of particles in problem space.

## V. Conclusion

Particle swarm optimization is a recent heuristic search method based on the idea of collaborative behavior and swarming in populations. The problem with PSO is the balancing between exploration and exploitation of particles in problem space. The dynamic neighborhood

Selection PSO avoids premature convergence at local optima. The local best (lBest) based on neighborhood instead of the particle best (pBest) maintains the diversification of pbest
positions and balances the premature convergence. The association rues mined has better accuracy when compared to PSO. The measure of interestingness of the mined rules is also good.

The neighborhood selection is done in fitness space rather than particles position from one another. The number of neighborhoods can be increased and the problem of exploration and exploitation by balancing the global best particle could be taken up for further study on the topic.
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