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Abstract-This paper target the low power applications 
in cache memory for embedded processor using ETA 

technique in VHDL. The ETA technique is used to 

determine the destination ways of memory instructions. 

This method is mostly used in processors. To reduce the 

high power and memory consumption ,high latency and 

gate counts the Bandwidth Scalable Controller can be 

used. The proposed system consists of Bandwidth 

Scalable Controller efficiently performs for data array 

management to reduce the power consumption. The 

main objective of this method is used to improve the 

energy efficiency and reduce power consumption, 

latency and hardware utilizations. simulation results 

clearly shows that the proposed BSC unit cache 

achieves over 203mw power can be consumed. 
 
Keywords: TLB (Translation Look aside Buffer), ETA 

(Early Tag Access), BSC (Bandwidth Scalable 

Controller),cache memory,L1 data cache. 
 

I.INTRODUCTION 
 

The complexity and variety of embedded 

applications are constantly increasing, thus 

demanding systems with high computing capacities 

and low power consumption. To execute this 

applications and reduce costs, embedded systems are 

integrated into system-on-chip (SOC). Cache is a part 

of memory unit in SOC which is used to increase the 

performance of the system architecture in terms of 

power consumption and latency. The on-chip caches 

would consume 40% of the total chip power [1].A 

CPU cache is a cache used by the central processing 

unit (CPU) of a computer to reduce the 

 

 
average time to access data from the main memory. 

Cache is a fast and small memory, and collect the 

copies of data from main memory locations. Several 

CPUs have different independent caches, including 

instruction and data cache, the data cache have more 

hierarchy cache levels (L1, L2 etc.)  
The large power dissipation causes thermal 

effects and performance degradation.TheL1 data 

cache is a physical layer and to recover a data. The 

L1 data cache consists of two types of array namely, 

tag array and data array. Tag array is used to store the 

address and data array is used to store the data. The 

set-associative caches have fewer misses than direct-

mapped caches, set-associative caches and it have 

slower hit times. The reactive-associative cache uses 

way-predicting techniques, to achieve high accuracy 

and provides flexible associativity. The reactive 

associative cache employs hardware way-prediction 

to determine the way-number of blocks that are 

displaced to set-associative positions before address 

computation is complete. The way-prediction have I-

caches and D-caches. The I-caches combined with 

branch prediction and D-caches do not interact with 

branch prediction [8].The way-halting cache is also a 

cache design technique and stores some lower order 

bits of each tag in a tag array [3]. 

 
A. Level 1 and Level 2 cache 

 
The Level 1 cache is also known as primary 

cache is used for temporary storage of instructions 
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and data organised in blocks of 32 bytes and it is the 

fastest form of storage. The Level 1 cache is 

implemented using Static RAM (SRAM) have 16KB 

size [4],[5]. SRAM uses two transistors per bit and 

can hold data without external assistance. The second 

transistor controls the output known as a flip-

flop.The main objective of level 2 cache is reduce 

data access time and to store a new accessed 

information. The level 2 cache is also a secondary 

cache, can be used to buffer a program instructions 

and data from memory. The aim of the Level 2 cache 

is to deliever a stored information to the processor 

without any delays. It have two sizes, 256KB or 

512KB.Compared to L1 cache the level 2 cache 

performs lower level and slow operation. 

 

II. RELATED WORK 

 

The complexity and variety of embedded 

applications are constantly increasing, thus 

demanding systems with high computing capacities 

and low power consumption. To execute this 

applications and reduce costs, embedded systems are 

integrated into system-on-chip(SOC).Cache is a part 

of memory unit in SOC which is used to increase the 

performance of the system architecture in terms of 

power consumption and latency. The on-chip caches 

would consume 40% of the total chip power. A CPU 

cache is a cache used by the central processing unit 

(CPU) of a computer to reduce the average time to 

access data from the main memory. Cache is a fast 

and small memory, and collect the copies of data 

from main memory locations. Several CPUs have 

different independent caches, including instruction 

and data cache, the data cache have more hierarchy 

cache levels (L1, L2 etc.).  
The large power dissipation causes thermal 

effects and performance degradation.TheL1 data 

cache is a physical layer and to recover a data. The 

L1 data cache consists of two types of array namely, 

tag array and data array. Tag array is used to store the 

address and data array is used to store the data. The 

set-associative caches have fewer misses than direct-

mapped caches, set-associative caches and it have 

slower hit times. The reactive-associative cache uses 

way-predicting techniques, to achieve high accuracy 

and provides flexible associativity. Primary and 

Secondary cache.  
The Primary cache is also known as L1 cache is 

used for temporary storage of instructions and data 

organised in blocks of 32 bytes and it is the fastest 

form of storage. The Level 1 cache is implemented 

using Static RAM (SRAM) have 16KB size. SRAM 

uses two transistors per bit and can hold data without 

 
 

 

external assistance. The second transistor controls the 

output known as a flip-flop. The main objective of 

level 2 cache is reduce data access time and to store a 

new accessed information. The secondary cache is 

also a L2 cache, can be used to buffer a program 

instructions and data from memory. The aim of the 

Level 2 cache is to deliever a stored information to 

the processor without any delays. It have two sizes, 

256KB or 512KB.Compared to L1 cache the level 2 

cache performs lower level and slow operation.  
A Translation Look aside Buffer (TLB) is also 

a cache that  memory management hardware  used to  
improve virtual address translation speed. The TLB is  
sometimes implemented as content-addressable 

memory (CAM). The CAM search key is the virtual 
address and the search result is a physical address. 

The proposed architecture consists of, 

 

I. Two-level Cache Architecture 

II. Unified Cache Architecture 

III. Predictive Sequential Associative Cache 
 

 

III.LSQ AND L1 DATA CACHE 
 

The conventional L1 data cache, all tag 

arrays and data arrays are activated simultaneously 

for every read/write operation and to reduce delay. 

The delay/latency of the L1 data cache is one clock 

cycle, then the latency to be higher in deeply 

pipelined processors. On the other hand, the tag 

arrays can always be finished in one cycle. The 

modules in cache architecture are LSQ tag arrays, 

LSQ data array, LSQ TLB, information buffer, way 

decoder, and way hit/miss decoder. The number of 

matches with respect to its index of the packet is 

called as Hit. Number of non-matching index is 

called as Miss. If Hit is enabled, then the way 

decoder is activated to deliver the data stored in data 

array. 
 

LSQ tag array and LSQ data array are used 

to avoid the data contention with the L1 data cache 

(as shown in fig 1).There are two types of operations: 

LOOKUP and UPDATE. When the packet arrives to 

cache, the LSQ tag array and LSQ TLB extracts the 

address from the packet and searches against the 

address present in the LSQ tag array and LSQ TLB. 

This is called look up operation. If it matched, then 

hit is set to 1. If it is not matched, then miss is set to  
1. The tag array is used to store the address and the 

data array is used to store the data cache. It consists 
of Way decoder, Information buffer and way hit/miss 

decoder. 
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Figure 1 Pipeline of a load/store instruction between LSQ and L1 

data cache (proposed) 

 
The information buffer has separate write 

and read ports to support parallel write and read 

Operations as shown in fig 2. The write operations of 

the information buffer always start one clock cycle 

later than the corresponding write operations in the 

LSQ. The LSQ, LSQ tag arrays, and LSQ TLB occur 

simultaneously. The way information is available 

after the write operations in the LSQ, this information 

will be written into the information buffer one clock 

cycle later than the corresponding write operation in 

the LSQ. Thus, the write signal of the information 

buffer can be generated by delaying the write signal 

of the LSQ by one clock cycle. In Fig 2,the 

information buffer delievers a High Power Memory 

consumption and also produce High latency and gate 

counts.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3. Proposed cache architecture 

 
To propose an Modified bandwidth 

controller unit which efficiently performs for data 
array management to reduce the power consumption. 

The bandwidth controller unit have several  
parameters as shown in fig 4. The Bandwidth 

allocation unit is used to allocates the bandwidth of 

the packets from the information buffer.The search 

range prediction unit is used to determine the search 

area of the cache memory.The Final Search range 

prediction unit is used to predict the value of search 

range prediction unit. The BW Efficiency calculator 

is used to determine the efficiency of the information 

buffer bandwidth.  

 

 
 
 
 
 
 
 
 
 

 
Figure 2 Information buffer 

 

These parameters can be reduced by using 
bandwidth scalable controller unit. The information 

buffer have an additional circuitry unit that is 

bandwidth allocation unit as shown in Fig 5.The 
bandwidth allocation unit have several parameters. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 4.Bandwidth Controller Unit 

 
The proposed enhanced BSC technique and LFSR 

decorrelator technique are simulated by using Xilinx 

ISE 9.2 simulator and modelsim 5.5e simulator. In 

the comparison result of the existing ETA technique 
and the proposed BSC and LFSR technique the 
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parameters are varied. To implement this technique 

improve energy efficiency and reduced power& 

memory consumption, latency, low hardware 

utilizations and number of gate counts. The technique 

is mostly used in real time processors.The list of 

parameter with the comparison of existing method 

and proposed method as shown in table 1 

 

TABLE 1 

 

LIST OF PARAMETER WITH THE 
COMPARISON OF EXISTING METHOD AND 

PROPOSED METHOD 
 

Performance Existing Proposed 
 

Parameters Method Method 
 

Power 
203 mW 27 mW  

Consumption  

  
 

   
 

Memory Usage 155996 KB 128992KB 
 

   
 

Latency 5.077 ns 2.556ns 
 

   
 

Gate Counts 1728 1456 
 

   
 

 

 

The Existing and proposed method the parameters to 
be compared as shown in fig 5.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5. Performance analysis 

 

III.RESULTS AND DISCUSSION 

 
 

 

A. Simulation Result 
 
Figure 6 shows that simulation result of BSC. The 
memory have number of bits like 000,001,….111.If  
we send bit 001,it is enabled in memory then 
remaining bits are disabled. so, the power can be 
reduced .  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 7. Simulation results 

 

IV.CONCLUSION 

 

The Bandwidth Scalable Controller Unit can 

be designed in this project which efficiently performs 

for data array management to reduce power 

consumption. Simulation presented clearly shows 

that the 52.8% energy reduction on average in the 

data cache and TLB. The power consumption was 

measured to be 27 mw. 
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