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Abstract - A human action recognition method using the locally 

normalized histogram of oriented gradients with rectangular cells 

(R-HOG) is proposed. The HOG descriptors of images are stored 

in vector form. The HOG descriptor of input image containing 

the action to be classified is compared with that of images taken 

from different action classes of standard datasets and common 

HOG ratios are computed. The image belongs to that particular 

action class for which the highest common HOG ratio is obtained. 

The Weizmann and KTH datasets have been used to validate the 

proposed approach. Experimental results show that the accuracy 

of the proposed approach is very good. The main advantage of 

the proposed approach being that it classifies input actions based 

on common HOG ratios only and it does not need any classifier 

or training. 
Index terms -Action recognition, feature descriptors, histogram 

of oriented gradients. 

I. INTRODUCTION 

Enabling the computers to automatically recognize human 

actions or movements into certain predefined action classes is 

the primary objective of human action recognition systems. It 

is a challenging task to recognize the human actions from real 

time video clips due to variations in the way similar actions 

can be performed by different human appearances and variety 

of poses they can adopt. A good human action recognition 

system should be robust enough to deal with such variations. 

Human-computer interaction [1-3], human-robot interaction 

[4], surveillance [5-7], sports monitoring [8-9], military 

monitoring [10], etc. are some of the applications of human 

action recognition systems. 

II. RELATED WORK 

 A variety of human action recognition methods, such as 

context based decision making methods, view based methods, 

shape based methods, flow based methods, etc. are found in 

the literature. Context-based methods need prior knowledge 

about the object being recognized and its background. Ayers 

and Shah used context based decisions method and applied 

low level computer vision techniques for tracking, skin and 

scene change detection for action recognition [11]. A similar 

approach by Intille, et al. starts with background subtraction, 

followed by the detection of blobs. A greedy approach is used 

finally to recognize the actions of children [12]. View-based 

recognition methods learn the appearance of the objects under 

different poses and condition. Davis and Bobick used a motion 

history images (MHI) along with motion energy images (MEI)  

 

for temporal template matching [13]. Template matching 

methods are computationally less intensive; however, they are 

more sensitive to variance in the duration of the movement 

[14]. Freeman and Roth developed a vision based approach for 

gesture recognition using the histograms of local orientation. 

They used the orientation histogram as a feature vector for 

gesture classification and interpolation and also explored the 

use of spatiotemporal histograms for the same. The method 

was tested with 10 different hand gestures [15]. Some of the 

researchers have used shape based methods for recognizing 

the actions. The human silhouette has been widely used as 

feature in these methods. Hsieh, et al. used it along with the 

polar coordinate system to recognize human actions [16]. A 

variation to the silhouette technique that used the triangular 

mesh technique along with depth-first-search (DFS) scheme 

has also been proposed for feature extraction [17-18]. Flow-

based action recognition methods use the optical flow as 

motion descriptors [19-22]. The action recognition systems 

first extract the features from images/videos and then use a 

classifier based on extracted features to recognize or classify 

the actions. Some of the feature extraction methods include a 

component based approach using wavelets to extract features 

[23], rectangle filter method to detect motion filters [24], 

orientation histogram [15] and SIFT key points [25].  

 In the present work, a human action recognition method 

that uses the locally normalized histogram of oriented gradient 

with rectangular cells (R-HOG) [19] for the extraction of 

features has been proposed. A brief discussion on HOG is 

given in Section 2. The proposed method has been validated 

using the Weizmann and the KTH datasets. The Weizmann 

dataset consists of 10 action classes and 90 videos [26] while 

the KTH dataset consists of 6 action classes and 600 videos 

(192 for training, 192 for validating and 216 for testing) [27]. 

 
III. PROPOSED HUMAN ACTION RECOGNITION METHOD 

 The proposed human action recognition method, shown in 

Figure 1, is based on histogram of oriented gradients (HOG). 

The HOG is a feature descriptor, used in the areas of computer 

vision and image processing for the detection of objects from 

the images. The HOGdescriptor counts the occurrences of 

gradient orientation in localized portions of an image using the 

intensity gradient or edge direction to describe the shape of 

objects.A brief description of HOG and that of the proposed 

approach are outlined here. The steps shown within the box of 
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dashed lines are the steps involved in computing the HOG 

descriptor for a given image, which may be the input image or 

the one from dataset images. These steps are shown in 

algorithmic form in Figure 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Proposed human action recognition method 

 

 The given image is first divided into blocks. The blocks are 

then sub-divided into a dense grid of rectangular (R-HOG) or 

radial (C-HOG)cells of 8×8 pixelseach. Each of these cells 

will contain a local histogram.For the pixels within each cell,a 

HOG is constructed and normalized by constructing larger 

overlapping blocks so as to achieve invariance to changes in 

illumination. A combination of these histograms forms the 

HOG descriptor that can be found by counting the number of 

occurrences of gradient orientations in the HOG cells. The 

gradient and magnitude of the given image are needed to find 

the gradient orientations. The gradient and magnitude of the 

given image A can be computed using (1). 
 

 𝐺 =  𝐴𝑥
2 + 𝐴𝑦

2 ; 𝜃 = 𝑡𝑎𝑛−1  
𝐴𝑦

𝐴𝑥
  (1) 

 

where, Ax and Ayrespectively represent the x and y derivatives 

of the given image A, calculated using (2). The derivatives are 

obtained by sliding a convolution operator over the entire 

image. A sample image taken from the KTH dataset and its 

derivatives are shown in Figure 5.  
 

𝐴𝑥 = 𝐴 ∗ 𝐷𝑥 ;   𝐴𝑦 = 𝐴 ∗ 𝐷𝑦 ; 

𝐷𝑥 =   −1  0  1  ;  𝐷𝑦 =    1  0 − 1 𝑇  
(2) 

 

 The histogram channels have been taken to be evenly 

distributed from 0 to 180 using 9 bins (Figure2(a)), as this 

configuration has been shown yield better results [19]. Each 

pixel contributes to the histogram according to its orientation 

by casting a weighted vote(Vw) into two neighboringbinsbased 

on its weight and center of the bin. The gradient magnitude, its 

square root or its squarecan be taken as the weightfor each 

pixel. In the present work, the gradient magnitude is taken as 

the weight. The center of the bin can be obtained as the mean 

of bin range. For example, if the orientation (θ) of a pixel is 

75, it would cast a weighted vote into the neighboring bins of 

60-80 and 80-100 with bin centers at 70 and 90 

respectively. The weighted vote can be calculated using (3). 
 

𝑉𝑤 = 𝑤 ×  
𝐵𝑐𝑒𝑛𝑡𝑒𝑟 − 𝜃

ℎ
  (3) 

 

where, w is the weight, θ is the pixel’s orientation,Bcenter and 

hare the centerand width of the bin respectively. The bin width 

h has been taken to be 20. The votes are accumulated over the 

pixels of each cell and a histogram is constructed for each cell 

(Figure 2(b)). The cells are now combined to form blocks of 

2×2 size in such a way that 50% of the block’s regions 

overlap. Figure 2(c) represents the local histogram constructed 

from a 2×2 size, random block.The histograms ofthe cells 

within the blocks are now normalized using L2 norm as: 
 

𝑓 =
𝑣

 | 𝑣 |2
2 + 𝑒2

 (4) 

 

where,v represents the vector of n elements containing all the 

histograms in a given block, e is a small constant. The v value 

can be computed using (5). 
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Figure 2. (a) The 9 bin representation of histogram channels 

for 0 to 180; (b) Local histogram for a cell; (c) Local 

histogram of block consisting of 2×2 cells 
 

| 𝑣 |2 =   |𝑣𝑖|
2

𝑛

𝑖=1

 (5) 

 

 The obtained fvalues are the feature vectors representing 

the HOG values. The feature vector of the input image is 

compared with those of dataset images in order to find the 

common feature descriptors or common HOG ratios, which 

are used for recognizing the action contained in the given 
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input image. The common HOG ratio will be high for similar 

action classes and low for dissimilar action classes. 
 

Input GivenImageA 

Output HOG descriptor of Given Image 

Steps 

 Obtain x and y derivatives of the image and calculate 

the magnitude of the gradient using (1) 

 Divide the image into cells containing 8×8 pixels each 

 For each cell 

  For each pixel in the cell 

   Find the magnitude and orientation of gradient 

using (1) 

   Calculate the pixel’s vote for the histogram bins 

using (3) 

  End 

  Construct the histogram 

 End 

 Form theblocks by grouping 2×2 cells such that they 

overlap 

 For each block 

  Normalize the histogram in the block using (4) 

 End 

 Represent the values as Feature Vector representing 

HOG Descriptor 
 

 

Figure 3. Algorithm for calculating the HOG Descriptor for a 

given image 
 

IV. RESULTS AND DISCUSSION 

 The proposed to human action recognition method has 

been implemented in MATLAB language. The classification 

accuracy has been taken as the measure to evaluate the 

effectiveness of the proposed approach. To achieve this 

purpose, Weizmann and KTH datasets have been used. The 

Weizmann dataset consists of 10 action classes, viz. walk, run, 

bend, side gallop, jump, wave by one hand, wave by two 

hands, jump in place, jumping jack and skip. These actions 

have been performed by different agents. The agents are 

essentially different people performing the same action but in 

their own style. A total of 126 images have been taken (first 7 

action classes performed by 3 agents and 6 images per agent) 

from this dataset. The KTH dataset consists of 6 action classes 

performed by different agents, viz. walk, run, jog, hand 

waving, hand clapping and boxing. A total of 108 images (3 

agents and 6 images per agentper action class) have been 

taken from this dataset. Figures 4(a)and 4(b) show the partial 

list of images from Weizmann and KTH datasets respectively. 

The numbers in Column 2 indicate the Agent. Different agents 

performing same action adds some variability in the manner in 

which the action is performed and it may increase the 

efficiency of action recognition.  
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(a) Images extracted from Weizmann dataset videos 
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(b) Images extracted from KTH dataset videos 
 

Figure 4. Partial list of images extracted from Standard 

Datasets  
 

 Since the dataset consists of videos, images have been 

extracted for computing the HOG descriptors. The algorithm 

in Fig. 3 has been used to compute the HOG descriptors for all 

images taken from the standard datasets corresponding to the 

action classes considered. For representing the entire class of 

actions using one feature representation, irrespective of the 

agent, the HOG descriptors are averaged. For the Weizmann 

dataset, HOG descriptors are averaged for all the 6 images for 

each agent thereby representing one feature value for that 

agent. Hence, each action class has 3 HOG descriptors, one for 

each agent. These values are again averaged to represent the 

HOG descriptor for the entire action class. The averaging of 

HOG descriptors makes the variability of the action being 

performed insignificant for the classification purpose. A 

similar approach is also used for the KTH dataset. The 

computed HOG descriptors of images from the dataset are 

stored in vector format. 
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 Some example images containing the actions to be 

classified, their x and y derivativesand magnitude of gradient 

are shown in Figure 5. The HOG descriptors for these images 

have also been calculated using the algorithm in Figure 3. As 

given in the algorithm, the derivatives are needed to compute 

the magnitude of the gradient.As per the algorithm, imagesare 

then divided into a dense grid of cells each containing 8×8 

pixels, followed by the construction of the histograms for each 

cell. The cells are now combined to form blocks of 2×2 cells, 

followed by making half of theregions of two consecutive 

blocks overlap. These intermediate processing steps in the 

computation of HOG descriptor for the example image of 

RUN action in Figure 5 are illustrated in Figure 6. The 

overlapping blocks are normalized using (4). The output of 

normalization is a vector representing the HOG descriptors.A 

pictorial representation of the HOG descriptorsfor the RUN 

image is shown in Figure 7.A sample HOG descriptor for this 

image in Figure 5 is as given below: 
 

[0.34480.21140.3448 0.3448 0.0 0.0 ……. 0.3218 0.3448] 
 

Original 

image 
x derivative y derivative 

Magnitude of 

gradient 

    

(a) Run action class 

    
(b) Wave action class 

    
(c) Jump action class 

 

Figure 5.Some example images used for validation 
 

 The next step is to calculate the Common HOG Ratio for 

all dataset imagesby pairing each image with the input image. 

TheHOG descriptor of input image is then compared with that 

of the imagefrom dataset and numbers of similar HOG 

descriptors are counted. The common HOG ratio is computed 

as the ratio of common HOG descriptors and the length of 

HOG descriptor. The images are similar with larger common 

HOG values and vice versa. 
 

  
(a) The input image divided 

into rectangular cells 

(b) Representation of block by 

combining 2×2 cells 

 
(c) Representation of the next overlapping block 

 

Figure 6. Processing steps for first example image 
 

 
 

Figure 7. Pictorial representation of HOG descriptor for the 

Run imagein Figure 5 
 

 The proposed approach has been tested on 40 different 

input images takenfrom both Weizmann and KTH datasets. 

The common HOG ratios for an input image of run action 

class taken from the Weizmann dataset has been shown in 

Table 1. It may be observed from this table that the common 

HOG ratio is the highest for run action class. Similar results 

shown in Table 2 for the KTH dataset also has the highest 

common HOG ratio for run action class. Therefore, it may be 

concluded that the action contained in the input image has 

been correctly classified in both the datasets. The 

classification accuracy is represented using the confusion 

matrix (Table 3 for Weizmann dataset and Table 4 for KTH 

dataset), created by testing of 40 different input images per 

action class considered. The entries in the confusion matrix are 
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basically the ratio of number of correct classifications to the 

total number classifications attempted. 
 

Table 1. The common HOG ratios for an input image of run 

class and the Weizmann dataset 
 

Action Class Common HOG ratio 

Walk 0.765 

Run 0.802 

Bend 0.526 

Jump 0.475 

Side Gallop 0.558 

Wave 1 0.693 

Wave 2 0.709 
 

Table 2.The common HOG ratios for an input image of run 

class and the KTH dataset 
 

Action Class Common HOG ratio 

Walk 0.795 

Run 0.817 

Jog 0.812 

Hand Waving 0.637 

Hand Clapping 0.591 

Boxing 0.724 
  

Table 3. Confusion matrix for Weizmann dataset 
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Walk 32 8 0 0 0 0 0 

Run 10 30 0 0 0 0 0 

Bend 0 0 38 2 0 0 0 

Jump 0 0 0 40 0 0 0 

Side gallop 0 0 0 0 40 0 0 

Wave1 0 0 0 0 0 36 4 

Wave2 0 0 0 0 0 3 37 
 

Table 4. Confusion matrix for KTH dataset 
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Walk 32 3 5 0 0 0 

Run 2 26 12 0 0 0 

Jog 3 10 27 0 0 0 

Hand Waving 0 0 0 38 2 0 

Hand Clapping 0 0 0 0 40 0 

Boxing 0 0 0 0 0 40 
 

 It may be seen from these tables that the classification 

accuracy is about 90% for the Weizmann dataset and about 

84.5% for the KTH dataset, which are quite good given the 

fact that no classifiers are used. 
 

V. CONCLUSION 

In the present work, histogram of oriented gradients 

(HOG) has been used as a feature descriptor for human action 

recognition purposes. The existing action recognition 

methodsuse a classifier like the SVM or Neural Network for 

training, but such training is not required for the proposed 

approach as only a common HOG ratio measure has been used 

for the classification. The performance of the proposed 

measure has been verified using images taken from different 

action classes belonging to Weizmann and KTH datasets. The 

accuracy obtained using the Weizmann dataset is about 90%, 

while that for KTH is about 84.5%. As the proposed method 

does not require training,it will be computationally faster than 

the existing methods. 
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